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MMET'98 Proceedings 

Dear colleagues: 

MMET*98 is, no doubt, a development of all the previous meetings of this series. 
By now it has established itself as a truly unique professional forum on the whole space 
between the Baltic Sea and Pacific, and between the North Pole and the Caucasus. How- 
ever, this time it is also a very different meeting. For the first time it has reached, in the 
number of papers in the program (272), and in the scale of international organizations 
involvement and support, the level of major world conferences in electromagnetics. In the 
technical quality of the program, we believe that it is even higher, due to a reasonable 
mixture of applied mathematics and microwave engineering. As all of you perfectly know, 
the more mathematics we manage to put in the electromagnetic problem solution, the 
better algorithms we obtain. 

There is a tremendous variety of problems, both canonical and new ones, that meet 
a researcher in the hilly terrain of computational electromagnetics; there is a reciprocally 
great variety of solution methods. Rope-way of MoM and industrial rock-climbing with 
FDTD electric hammers is a necessary technology here; but a winter solo climb at the 
Everest of analytical regularization is still a fascinating achievement. We are grateful to all 
the authors who submitted their papers to MMET*98 and have come to participate and 
share their devotion to the exciting world of solutions of Maxwell's equations. It was a 
pleasure to work with the members of Organizing Committee and Technical Committee; 
all of us should be especially thankful to the small team of the editors of these Proceedings. 

We wish you to enjoy the conference and hope to be able to gather you again at the 
future MMET's in the next millenium. 

Eldar I. Veliev and Alexander I. Nosich 

The MMET*98 conference program looks truly wonderful. I really, really wish I could be there. 
It is an honor that my name has been associated with it. I am sure that it will be a great experience. Best 
wishes for the meeting. 

W. Ross Stone, IEEE Antennas and Propagation Society 

It is an impressive program that MMET*98 organizers have managed to put together. I wish 
everybody all possible success with the conference. I will have to look into the future for a new possibil- 
ity to go to Ukraine. 

Staffan Strom, URSI Commission "B " 

IAGA is honored to co-sponsor the international conference MMET*98. Besides fostering ad- 
vances in electromagnetic theory, IAGA notes that benefits of this meeting will include in-depth scien- 
tific discussions, opportunities for student and young scientist participation, and leadership develop- 
ment. We wish every success for the meeting. 

Jo Ann Joselyn, International Association of Geomagnetism and Aeronomy 

Kharkov, Ukraine, Vllth International Conference on Mathematical Methods in Electromagnetic Theory 
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Ill-posed Inverse Problems Based on Volterra-Type Equations1 
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Nizhny Novgorod, Russia, 603600, 
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Abstract - As it is well known, inverse problems based on Volterra equations are, 
as a rule, well-posed. But in the case when a function should be retrieved in the 
range which is wider than the range where the right side of the equation is given, 
the solution appears an ill-posed inverse problem. A number of physical examples 
is given, and it is shown that such inverse problems could be successfully solved on 
the basis of Tikhonov's method of general discrepancy. 

Introduction 
Let us consider the Volterra-type equations of the 1-st and 2-nd kind: 

t 

JK(t,sMs)ds = f(t), (1) 
a 

t 

<p(t) + XJK(t,s)q>(s)ds = f(t). (2) 
a 

These equations are practically well-posed in [a,b], when the right side of (1) or (2) is given in 
the same range a<t<b. More exactly, the equation (2) has a continuous and unique solution, 
if the kernel and the right side of (1) are continuous in [a,b]. The equation (1) has the 

continuous solution, if there are continuous derivatives —- and —, Aa) = °> an<* K{t,t) * 0 
at ot 

in [a,b]. 
There is the possibility of the new formulation of the problem for the Volterra-type 

equations. It appears, when the right side of equations (1) and (2) is given in the [a,c], where 
c < b, i.e., when the retrieval range is wider than the range, in which the right side/*) is given. 
In that case (1) and (2) can be rewritten as 

c t 

JK(t,s)(?(s)ds = f(t)-JK(t,sMs)ds=F(t), (3) 
a c 

c t 

lJK(t,s)<p(s)ds = f{t) - q>(t) - JK(t,sMs)ds = F(t). (4) 

1 This work was supported by RFBR under grant 96-02-16514 and by grant of Russian Education Ministry. 
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One can see that if we suppose that not only/*) is known in [a,c] but also the function <p(s), 
we have the effective right sides F(t) and Fit), and equations (3) and (4) are Fredholm integral 
equations of the 1-st kind relative the solution in [c,b]. Such equations are typical ill-posed 
problems. It is clear, that the solution of (1) and (2) in the whole range [a,b] by fit) given in 
[a,c] is still more complicated problem. In this case these integral equations are the ill-posed, 
type of which has yet no special name. 

The most effective approach to solution of ill-posed integral equations is the Tikhonov's 
theory based on generalized discrepancy principle and the solution method of the same name 
[l].The main preference of Tikhonov's method consist in the uniform convergence of the 
retrieval error to zero at mean square convergence of right side errors. As it is in all ill-posed 
problems, its accuracy could be determined only on the basis of numerical simulation. 

Physical problems based on ill-posed Volterra-type equations 
Physical problems related with integral equations are, as a rule, inverse problems. Some of 

them consist in the solution of Volterra equations, and could be considered in the described 
above formulation as ill-posed problems. Some examples are presented here. 

1. Refraction inverse problem in a spherical symmetry medium [2,3]. 
a. Limb-viewing geometry [2]. 
For limb-viewing measurements the refraction inverse problem can be expressed as the 

Volterra-type integral equation of the 1-st kind (the dependence of refraction 8 on radial 
distance of ray perigee): 

Kr6 f —(I?) , .      , dp = S(A>) , P\ ^Po ^/W > (!) 
i *   4P -pi 

where/? = m „Q = n(r0),p0 = n0r0, r, r0 axe radial distances, N= 106(»-1) is refraction index, 

n is refractive index. 
b. Immersion geometry [3]. 
The dependence of refraction on radial position (distance) of the source or receiver in the 

medium can be expressed as Volterra integral equation of the 2-nd kind: 

I [p2-[Po^sQ(p0)f] 

where 0 is the elevation angle of the ray at the source position. 
If one considers the equations (1) or (2) in the case, when their right side is given in the 

region px <p0 ^p2, Pi < Ana* the solution for the region^ ^p </?max becomes an ill- 
posed problem. Similar equations describe the radiometry inverse problems of limb-viewing 
and immersion remote sensing of planet atmospheres [4]. 

2. Diagnostics of the superconductive films in a strong electromagnetic field [5-6]. 
The measured dependence of averaged over the conductor surface resistance on magnetic 

field amplitude in the case of one-dimensional distribution of magnetic field H in a rectangular 
cavity resonator is related with the true resistance dependence IUH) as 
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<K(HJ> =ilvSo^w^ °^-sff-     <3) 

The inverse problem of Rj(H) retrieval in the range 0^Hm< H^ becomes ill-posed in real 
conditions, when the measurements region is limited at low magnetic field values, and there are 
measurements only in the range H2<Hm< Hj^. 

3. Thermal history inverse problems. 
a. Thermal conductivity equation for half-space. 
Let us consider the homogeneous half-space z < 0 with the constant parameters: thermal 

diffusivity coefficient a2. If we have boundary condition for temperature 7(0,/) = 7b(0, then 
the dynamics of the temperature distribution inside the half-space can be determined from 
thermal conductivity equation as a function of depth and time as follows: 

r(Z'0 = Ir°(°^CTeXP(-^^¥X- (4) 

The inverse problem consist of retrieval of the boundary condition 7o(0 by measurements 
T(z,t). There are two possibilities: the first of them (Tikhonov's [1]) is based on measurements 
of depth profile T(z) at time t0, and the second (considered here as ill-posed Volterra-type 
equation) is based on measurements T(t) at some arbitrary depth z0 in the range a < t < b. The 
retrieval in this, second, case should be found in the region [c,b], where c<a. For the solution 
the necessary condition is T0(t) s 0 at / < c (otherwise, it will be unaccounted source of error). 

b. Thermal conductivity equation for space with the spherically symmetric source. 
If we have the homogeneous space r > 0 with the boundary condition T{R,t) = To(t) on the 

sphere r = R, the temperature evolution in the region r > R is determined by 

R(r-R) (r-Rf 

r^4na2(t-%y 4a (t-x) 
(5) 

The ill-posed Volterra-type equation for (5) is the same as for (4) - to retrieve the T0(R,t) in 
the range a<.t<b by T(r0,t) at some arbitrary radial distance r0 in the region [c,b], c<a, 

c. Retrieval of temperature evolution of media by thermal emission dynamics. 
More sophisticated inverse problems are based on simultaneous solution of thermal 

conductivity and thermal emission transfer equations [7]. The brightness temperature of 
upward thermal radio emission of half-space z < 0 at wavelength % is determined from 
emission transfer equation, assuming that the reflection on half-space interface is absent: 

u 

Tb(l) = JrOr)7(X)exp(yz)<fc , (6) 
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where y(k) is the absorption coefficient. 

The substitution of (4) into (6) gives [7]: 

m= I ro(0[7^-(ya)2^(yaV7^)^a)2(r-T)]c/x (7) 
L     <J*(t-x) 

If the function 71,(0 is known in the whole region (-oo,6]5 the equation (7) has the exact 

solution [7]: 

1  ^_    _      *   = (g) 
\3 w^w*-!««-?«)^^^ 

Otherwise, if Tb(0 is known in some limited region [a,b], the problem of retrieval of T0(t) in 
the reoinn [r h\ where c < a, h also the Volterra-type ill-posed problem. 
"*" FÖTäe1 sphere case (see item b), there are different possibilities to choose the beam 
geometry, which determines the form of emission transfer integral. The most simple equation 
corresponds to the case of radial directed (from sphere) measurements: 

{r'R)2   *-K> 
(9) 

More common case, when a ray perigee radial distance r0 * 0 (r0 > /?), the radiobrightness can 

be expressed as 

r» ; ,   (10) 

where i?o is the radial distance of the receiver. The ill-posed Volterra-type equations for (9) 
and (10) are the same as for (7). For the equation (10) there is also the possibility to formulate 
the limb-viewing inverse problems, similar with refraction inverse problems (see equations (1) 
and (2)), using the dependence rb(r0). 

Let us consider the solution of equation (7) in detail as a typical example of ill-posed 
Volterra-type equations. If to introduce the time parameter r=l/(ya)2, which is a typical time 
of the heating of the medium at the skin-depth zs=l/y, it is possible to rewrite (7) in simpler, 
dimensionless form, using dimensionless parameters r=tl T, p=x/T: 
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r   . 

W = J r0(P)[ 
V^-P) 

erfc(^r^)e(r p)]c/p (11) 

To solve such a problem it is necessary to use additional (a priori) information about the 
exact solution. This information determines a regularization method. There are various 
approaches, but in the present paper Tikhonov's method of generalized discrepancy is applied, 
which uses the common information about the exact solution as a function []. It is supposed in 
this method that the exact solution belongs to the set of square-integrable functions with 
square-integrable derivatives. The results of numerical simulation give us the retrieval accuracy 
at various levels of the radiobrightness error. It appears possible to retrieve the function 7o(p) 
in the range [c/T,b/T] by measurements Th(r) in the range [a/T,b/T], c < a, up to values a-c * 
2 *5 r at measurement accuracy about 1%. The main preference of Tikhonov's method consist 
of the uniform convergence of the retrieval error to zero at mean square convergence of 
measurement errors. As in all ill-posed problems, this convergence is slower than it is in well- 
posed problems. 

The numerical algorithm of the Tickonov's method (the same as in [6]) was applied to the 
retrieval of diurnal temperature dynamics of soil by its thermal radio emission evolution 
measurements [8]. The measurements have been carried out using radiometers at wavelengths 
0.8; 3; 9, and 13 cm under metallic screen (to eliminate the influence of reflection on interface 
air-soil). In the Fig. 1 is shown an example of retrieval of the surface temperature in time 
interval from 15h (r = 0) to 12h20m (r = 8.25) next day by measurements of radiobrightness at 
wavelength 3 cm in time interval from 3h10m (after midnight) to 12h20m . The parameters 
values were: a2 = 0.001 cm2/s, y = 0.33 cm'1, T = 2.55 h So, a = 15h, b = U^Xf, c=3h10m 

18 

6 + 

4 

2 

T~0, 7"b. K A, = 3 cm 

8Tb = 0.3K 

Fig-l- 

it is possible to see that the retrieval in the time interval t > a, where there are 
measurements Tb(f),   is very close to contact measured dynamics T0(t).   At c < t < a the 
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accuracy of the surface temperature history retrieval reduces, but it appeared possible to 
retrieve the process of night surface cooling. It is clear that the problem is more difficult for 
retrieval of the thermal history than for retrieval of simultaneous surface temperature dynamics. 

The retrieval of the surface temperature dynamics permit then to retrieve the temperature 
profile dynamics in the medium from the equation (4), and to calculate the thermal flux 
evolution [7],        ' 

Conclusions 
The results of the solution of various physical problems based on Volterra-type integral 

equation in considered here ill-posed formulation show that the domain of definition of the 
solution consist of two very different sub-ranges. The first sub-region (which could be called 
«inner» ) coincides with the domain of definition of equations right side. The second (outer) 
sub-range is located outside the domain of definition of equations right side. The approximate 
solution in the outer region (as, for example, for the considered here in detail thermal history 
inverse problem) diverges to the exact one much more slowly than in the inner sub-region. In 
the inner sub-region the requirements to data accuracy could be very different in different 
physical problems, but always they are less than for outer sub-region. Moreover, in the outer 
sub-region the retrieval accuracy reduces with the distance to the boundary of inner sub- 
region. Considered here new formulation solves the problem of influence of unknown non-zero 
initial conditions on the solution of Volterra equations. No doubt, there are many possible 
applications of this approach, which remain unmentioned in this communication. 
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REMOTE SENSING BY VLF USING "ABSOLUTE OMNIPAL": 
1. INVESTIGATION OF SHORT PATH PROPAGATION FOR POSSIBLE EARTHQUAKE 

PRECURSOR DETECTION 

R. L. Dowden, J. B. Brundell, University of Otago, Dunedin, New Zealand 
M. Hayakawa, University of Electro-Communications, Chofu, Tokyo, Japan 

Abstract. The latest version of the OmniPAL receiver uses GPS to allow drift free logging 
of the phase and amplitude of phase stable transmissions. Any drift in phase or amplitude 
can then be attributed to temporal variation of the lower ionosphere. In this paper, the first 
six weeks of data logged of JG2AS phase and amplitude at three sites in Japan is examined 
for perturbations. Two sources are identified: solar flares during daytime and hiss-induced 
electron precipitation during nighttime. Both of these sources have durations of the order 
of an hour and, in principle, could be detected by other means and the LF effects allowed 
for. However, if earthquake precursors have much longer periods (days), the effects of 
solar flares and electron precipitation can be ignored. 

VLF/LF Receivers 

OmniPAL. The OmniPAL VLF/LF receiver consists of a special DSP card, software which is the 
heart of the receiver, and various ancillaries which may be user supplied. "Omni" means that "all" 
modulations can be decoded. Currently these are MSK (Minimum Shift Keyed), CW (Carrier Wave 
only) and ICW (Interrupted Carrier Wave or On/Off modulation including 10 dB modulation). Others 
(e.g. FSK) are not used by any phase stable VLF (< 50 kHz) transmitters and so are not supported. 
The OmniPAL VLF receiver can log up to six transmitters at a time, logging phase and amplitude 
(PAL) with time resolutions ranging from 50 ms to 60 s. Special techniques (see Section 2. "Validation 
Procedures" in Dowden, et al, 1994) make OmniPAL almost insensitive to sferics. Measurement of 
the phase and amplitude perturbations (Trimpis) enables calculation of the phase and amplitude of the 
diffracted wave [Dowden and Adams, 1988]. If this is done at two sites simultaneously, the direction of 
arrival of the scattered wave can be found [Dowden and Adams, 1990]. Measurement of the phase and 
amplitude perturbations at all time points from onset to ultimate decay, and the transformation of these 
to scatter phase and amplitude, can be used to identify the plasma formed by a "Red Sprite" which 
exhibits scatter amplitude decay with the logarithm of time [Dowden et al, 1997; Dowden and Rodger, 
1997]. The scatter phase variation (Doppler shift) during decay may be due to high altitude (60 - 80 
km) winds [Dowden, 1996]. 

For MSK transmissions, phase and amplitude at both MSK frequencies, 50 or 100 Hz apart, are logged 
separately. Measurements of all four perturbations enable calculation of the arrival delay of the 
scattered wave relative to the direct wave from the transmitter [Adams and Dowden, 1990]. In 
principal this allows location of the source of the VLF perturbation [Dowden and Adams, 1993]. 

In its basic form, OmniPAL requires a stable frequency standard (5 MHz). For Trunpi studies this 
would need to be stable to at least 1 part in 10A8. This would keep the phase drift of a 20 kHz signal to 
within 5 degrees per minute — more drift than this would seriously degrade phase measurement of 
Trimpis. Such stability can be provided by a well-aged, temperature controlled quartz standard. To 
measure departures in phase of a few degrees over days, months, or even years, requires a frequency 
stability of a million times better than this (1 part in 10A14) which is beyond the ability of even Cesium 
standards and certainly beyond the financial reach of researchers requiring a network of receivers. 

Kharkov, Ukraine, VIM International Conference on Mathematical Methods in Electromagnetic Theory 



30 MMET'98 Proceedings 

AbsPAL. The AbsPAL VLF receiver, an extension of the OmniPAL receiver, gets around this 
difficulty with an all-up cost of about US$5000. The AbsPAL still has all of the good features of 
OmniPAL for Trirnpi studies as described above, as well as logging the phase of VLF and LF signals as 
a time independent absolute. This means that if the received phase of a perfectly stable transmission is 
(say) 121 degrees now, the received phase will still be 121 degrees in a year's time, even if the AbsPAL 
receiver is turned off many times for extended periods, intentionally or by accident. 

Clearly this requires that both the VLF/LF transmitters and the AbsPAL receivers be locked to the same 
world time standard as is now disseminated by GPS. 

AbsPAL achieves this in the following way. A "Service Unit" contains a quartz oscillator inside a small 
box having a thermal time constant of about 30 minutes. The 10 MHz output synthesises 30 kHz and 
30.1 kHz. The GPS lpps pulse, which arrives within 1 us of true time, resets (zeros) all the dividers 
and so the phase of the 30 kHz and 30.1 kHz signals every second. These frequencies need to be 
accurate to only 1 in 106. 

The AbsPAL software can synthesise several frequencies at once which are multiples of 1 Hz. On 
startup it reads the batch file to find which frequencies are required by the user (which must include 30 
kHz), then waits for the GPS lpps to set the phase of all these frequencies to zero at the GPS pulse. 
Although the latter can be up to 1 us early or late with respect to true Universal Time (UT), implying a 
phase error of up to 15 degrees at 40 kHz (JG2AS), any such error is removed as follows. A software 
phase locked loop (PLL) locks AbsPAL to the phase of the 30 kHz from the Service Unit. This PLL 
has a bandwidth of initially 1 Hz or reciprocal bandwidth (RBW) of 1 s. At every later second the 
RBW is increased by 1 s so that after 1000 s, the PLL bandwidth is only 1 mHz. Eventually, the RBW 
reaches the value set by the user in the batch file (such as 30 minutes or 1800 s) and remains at that 
value. Averaged over this period the GPS time error, and so the 30 kHz phase error is very small, and 
in any case is absolutely drift free. All the frequencies synthesised by AbsPAL are "gear wheeled" (like 
clockwork) to this 30 kHz. 

Generation and logging of the 30.1 kHz might seem to have no purpose since both its phase and that of 
30 kHz "must" be near to zero. However, if the GPS signal is removed from the Service Unit, the phase 
locking stops. If returned many minutes or hours later, and if AbsPAL is not then restarted, the 30.1 
kHz will probably not have Ae same phase as 30 kHz. Should this happen, a correction calculated from 
the phase difference can be applied to the data at analysis time. 

Investigation of Short Path Propagation of the JG2AS Transmission 

The first AbsPAL VLF receivers were designed and built under contract to NASDA (the Japanese 
NAtional Space Development Agency) for research into possible VLF precursors to earthquakes. Three 
of the five provided were installed in September, 1997, at the sites shown on the map in Figure 2. The 
first six weeks of data from these three are discussed here. These data used the Japanese time and 
frequency transmitter, JG2AS (40 kHz, IkW radiated power) whose location is also shown on that map. 
The distances to each of the AbsPAL receivers from JG2AS are 800 km (Sapporo), 170 km (Shimizu) 
and 600 km (Kochi). The JG2AS signal/noise ratio was best at Sapporo and worst at Shimizu. This 
was due to the high noise environment at the Shimizu site which was only some 200 m from a large 4 x 
3-phase EHT power transmission line. 
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Figure 1 shows the diurnal variation of the phase (lower set) and amplitude (upper set) of JG2AS 
observed at Sapporo. This consists of 38 superimposed traces. The strange appearance of the 
amplitude trace is due to many random transmission gaps by JG2AS usually lasting a few minutes and 
occurring a few times per day. This is not the regular On-Off Keying (OOK) for time code 
transmission which AbsPAL is designed to cope with. The data have 

phase 
in 

degrees 

10 15 

hours, UT 

50dB 

40 dB 

Figure 1. Superposition of 38 days of phase (lower set) and amplitude (upper) variation of 
the JG2AS signal received at Sapporo. The arrow at 02:47 marks the largest of many solar 
flare effects during the 38-day period. Local noon in Japan is at about 0300 UT. The 
inverted U-shaped windows mark the periods used to calculate the daytime and nighttime 
means shown in Figure 2. 

been filtered by MATLAB to remove all rows (20 s apart) for which the amplitude dropped below 35 
dB (rendering the phase meaningless), hence the cutoff in Figure 1. 

Similar traces, but noisier, were obtained at Kochi. At Shimizu the noise was generally (it varied from 
day to day) too great for meaningful measurements. 

A large solar flare occurred on the UT day 267 (24 September, 1997). This began at 02:47 UT, only 
about 10 minutes before local noon in Japan, increased to maximum within four minutes and then 
decayed to zero in about one hour. Further details on this flare can be obtained on the WWW at 
frp://uleth.ca/pub/solar/1997/. The perturbation in phase and amplitude of the JG2AS signal is clearly 
seen at Sapporo (see double headed arrow in Figure 1) where the phase perturbation was 65 degrees and 
the amplitude perturbation was 4.2 dB. At Kochi, the perturbations are less obvious but measurable as 
33 degrees in phase and 6.4 dB in amplitude (the ordinate scale in Figure 1 is in degrees for phase and 
in dB/8 for amplitude). At Shimizu, the perturbations are lost in the noise. 
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One would expect the effect of the flare on the lower ionosphere to be uniform over Japan. If we 
express all perturbations in terms of ratios (phase in radians, amplitude normalised to the unperturbed 
amplitude) the magnitude of the total perturbation is approximately given by the square root of the sum 
of the squares. Thus the magnitude of the flare-induced perturbation measured at Sapporo is within 
about 10% ofthat at Kochi and so essentially the same within the approximations and errors involved, 
though the Kochi amplitude perturbation is nearly four times the Kochi phase perturbation in these ratio 
units, while the amplitude and phase amplitudes are about equal at Sapporo. This is due to modal 
interference — the phase difference between the dominant modes may be decreased by the solar flare 
modification of the ionosphere (lowering the effective LF reflection altitude) thus increasing the received 
amplitude. In any case, whatever the reason for this, an earthquake precursor may effect the ionosphere 
the same way so both phase and amplitude perturbations should be measured to calculate the total 

perturbation. 

Careful inspection of the traces in Figure 1 during the times around local noon (23 UT to 07 UT) show 
many smaller perturbations having the characteristic shape of solar flare-induced perturbations ("flare 
trimpis"?) — fast up, slow down. The periods indicated in Figure 1 by the inverted U shapes are those 
used for finding the "daytime" and "nighttime" average for each day to be discussed later. Note that the 
relatively frequent solar flares will have a significant effect on the day to day variation of the daytime 
averages. If we assume that solar flares affect the dayht ionosphere uniformly, it might be possible to 
remove the flare effects from the phase and amplitude data later. 

On the other hand, the nighttime means cannot be directly affected by solar flares, though maybe 
indirectly via electron precipitation with a delay of a few days. The Sun's steady XUV is by far the 
dominant source of Ionisation of the lower ionosphere, and so of the LF reflection altitude, during the 
day Thus one would expect that the nighttime JG2AS phase and amplitude means would be a sensitive 
measure of the much weaker causes of ionospheric modification such as cosmic rays, electron 
precipitation and earthquake precursors. Of these, the slowly varying (months) cosmic ray flux would 
effect the lower ionosphere uniformly over vast areas. Electron precipitation and (presumably) 
earthquake precursors effect the lower ionosphere over small areas having lateral dimensions of 100 km 
or so As seen in Figure 1, the day to day nighttime means are likely dominated by large perturbations 
having a duration of a few hours. Earthquake precursors are supposed to develop over a few days. Mid 
latitude hiss bursts, which are thought to result in electron precipitation, have similar durations to those 
observed in Figure 1 [Dowden, 1962]. With continuous recording of hiss at two or three sites (for 
location), it might be possible to remove electron precipitation effects from the nighttime phase and 

amplitude data later. 

Figure 2 shows the phase and amplitude means during daytime and (except for Shimizu) nighttime. No 
attempt has been made to "correct" the data for solar flare or electron precipitation effects. In fact, the 
effect of the solar flare on Day 267 is clearly seen in the Sapporo data and, less clearly, m the Kochi 
data Trends such as the slow increase in the JG2AS phase means at Shimizu and (less clearly due to 
gap) at Kochi may be an earthquake precursor (no earthquake data was available at the time of writing). 
If this slow change over many days is typical of earthquake precursors, we can probably ignore the 
effects of solar flares and electron precipitation which vary randomly from day to day. 
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Figure 2. Phase and amplitude means during daytime and (except for Shimizu) nighttime. 
The panels show the means for Sapporo (top), Shimizu (middle) and Kochi (bottom) in 
the same order, north to south, as the site positions shown on the map. The phase means 
(in degrees on left hand scales) are shown as asterisks (*) and the amplitudes (right hand 
scales) as circles (o). Gaps in the panels for Kochi show data lost when the GPS signal 
was accidentally removed. 
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Regularization of Maxwell Equations, Corner Singularities and 
Approximation 

Marc Lenoir 

LSM ENSTA-CNRS, Palaiseau, France, e-mail: lenoir@enstay.ensta.fr 

The aim of this paper is to describe different formulations for the time-harmonic scattering 
of electromagnetic waves, with special emphasis about the consequences of the choice of 
the formulation on the finite elements discretization. Despite the fact that any solution of 
the problem is divergence-free, one must take account explicitely of this condition, for the 
associated operator is not strongly elliptic. Roughly speaking, one may handle this constraint 
either by duality or by penalty. Actually, the special form of Maxwell's equations makes 
the Lagrange multiplier a priori known, and the solution independant of the penalization 
coefficient. An other particular feature of the problem comes from the low regularity of the 
electromagnetic field in the vicinity of edges and conical points, from which follows that 
special care must be taken of the choice of the function space for the penalty method. 

1    The classical problem 

We address the problem of the scattering by a perfect conductor, possibly surrounded by 
a bounded inhomogeneous region. For the sake of definiteness, we only consider the non dis- 
sipative case. By U we denote the electric or the magnetic field, and by £ and £ the dielectric 
permittivity and the magnetic permeability (assumed real positive), the choice depending on 
the signification of U. In the vicinity of infinity, the medium is assumed homogeneous and the 
values of the coefficients is denoted by Co and £o- In this region, Maxwell's equations write as 

curl curl U-k2U = 0 with k2 = u;2Co£0 (1) 

where u> is the pulsation of the incoming wave Uj, and U — Uj is subject to the Silver-Müller 
radiation condition: 

f     ||curl(J7-Ui)An- iks(U- *7,)||2dj = 0. (2) 
>JdBR 

In the whole exterior domain Q,, and especially in the vicinity of the conductor we have 

curl (C1 curl U)-UJ
2
^U = 0, (3) 

with one of the following boundary conditions, 

U A n = 0 (electric field), or curl U A n = 0 (magnetic field). (4) 

1.1    Weak formulation 

At least locally, the more natural variational formulation would be 

Find U e TEIH, such that W e TEIH, compactly supported, 

f C1 (curlU |curl V) - OJ
2
 f £ (171V) = 0, with 

hm 
Ä-oo .)QBR 

(5) 
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FE = {Ve Floc(curl; fi) | V A n,r = 0} and TE = #loc(curl; ft) (6) 

It turns out that the natural injection FE'H - L2(0) is not locally compact, which leads to 
the choice of smaller spaces, namely 

^ = {^€^|div^ = 0}aiid^ = {v'€^i(F|n)|r = 0ldiv^ = 0}l      (7) 

the constraints beeing actually easy consequences of the equations itself. If we denote by £ a 
boundary surrounding the inhomogeneous region and by fi' the bounded domain limited by 
T and S, a new formulation can be written as 

Find U € jg/H, verifying (2), such that W e T^H, 

J^CH^IU\cm\V) -u?j^{U\V) +CÖ1/ (^lUAn\nA(VAn))dj =0    (8) 

Due to the constraints, recovering the strong equations from the weak ones is more difficult 
and makes use of the de Rham field decomposition, in a similar way as for Stokes equations. 

1.2    Uniqueness 

It is a consequence of the conservation of the incoming energy flux: 

FdD(U) = — 3m J   C1 (cnrl U\U A n)dj (9) 

and of the radiation condition. Assume Uj = 0, as U satisfies (3) in the vicinity of infinity, 
then AC/ + ksU = 0. Moreover from Fdn(U) = 0, and the radiation condition it follows that 
hmR^cofdBR \\U\\ dj = 0, and from Rellich's [5] theorem, that U = 0 in the vicinity of 
infinity. Now, U vanishes in the whole domain fi as a consequence of the unique continuation 
theorem of [6]. 

1.3    Reduction to a bounded domain 

A complete formulation must take properly into account the radiation condition, which 
can be imposed as a condition on the fictitious boundary £ via the integral representation 
formula 

u = uI + nf[u] (10) 

with 

Kf[U]{x) = J^ (G^x - y) curl U{y) Any- cvx\y G^x - y) U(y) A ny) dly (11) 

where the boundary F surrounds the inhomogeneous region and lies inside S, and G^ is the 
outgoing Green matrix given by 

—ik\\x\\ 
Goo = 9ks I + fcs

_2Hess gk , with gk = - e   „ 
47rj|x|| 

Indeed, let 

TxU = cvrlU An + \nA(U An)p (12) 
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then, one can prove that for 3m(Xks 
2) < 0, the following problem, set in the bounded domain 

fi'limited by F and E: 

Find U' € 7iäH, such that W € H%H, a^U', V) = i^V), (13) 

with 

Hg = {V€H(cml;V) div£V eL2(tt), FAn|r = 0, V An]s€ L2(E)} 

Hg = {veH(cw\;n')   divZV€L2(tt'), (V»|r = 0, V An,E € L2(E)} 
(14) 

and 

aoo(U',V')   = I r^curlt/'IcurlV') -u? f £{U'\V) 
Jo,' Jü' 

+Cö^J {U'An\V'An) dj - g1 J {Txnf[U'}\V) d7, (15) 

loo(V) -Co"1 [ (TxUi\V')dT, 

has one and only one solution: U' = U\QI, if and only if (8) has. 

1.4    Existence 

From the equivalence between (8) and (13), uniqueness for the reduced problem follows 
from uniqueness for (8). As problem (13) is set in a bounded domain, via Fredholm alterna- 
tive, the existence of U' is an easy consequence of the regularity of the Green function outside 
zero and the local compactness result of Weber [7]; the existence of U follows. 

This result is only interesting from a theoretical point of wiew, as divergence-free finite 
elements are rather untractable; it is the reason why other formulations must be sought. 

2    The regularized problem 

An easy way for making A = curl curl U a strongly elliptic operator is to replace it by 
At = A — i_1 grad div U; actually if we denote by & the variables in the Fourier space, we 

obtain det At = t~l \Y%=i $)  • A generalization of this idea to inhomogeneous media leads 

to replace MaxweU's equations by 

curl (C1 curl U) - £ grad (r-1 div &) - u2£U = 0, (16) 

where the function r is an arbitrary positive real datum. In the vicinity of infinity equation 
(16) takes the simplified form 

curl curl U - r1 grad div U - k2
sU = 0 with r1 = r^Co |&|2 , (17) 

similar to linear elasticity, which can be written as 

fi curl curl U — (A + 2fi) grad div U — u2pU = 0. 

As a consequence, two sorts of waves, namely s — and p — waves, are carried by (17), and 
the associated radiation condition takes the following form: 

lim   /      ||curlt/ An — iksn A (Ü7 An)|| d'j =0 
Z-*oo JdB 

lim   /      \\div U - ikp (U \n)\\ dj =0 with kj = tk2 

J-»oo J9BR 

(18) 
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The boundary conditions must be also completed; choosing condition div U\V = 0, which is 
natural for the electric field, and is a consequence of curl £7 A nir = 0 and (U \n),T = 0 for 
the magnetic field, will actually make p — waves disappear and (16) be equivalent to (3), as 
we shall see later. 

2.1    Weak formulation 

For irregular coefficients, the meaning of (16) is dubious, consequently, we only consider 
the weak form in the non-homogeneous region: 

Find U e Tr/H, verifying (18), such that W e F?/H, 

f C_1(curlt/|curlF) + / T
-1

 div £17 div^F -u? f £(U\V) 
Ja' Ja' Ja' 

+Q1 f (curl U A n \n A (V A n)) dj - r1^1 / div U (n \V) dj =0 
JT, JE 

F? = {V G TE | div £V e Llc(n)} 
jrH = JV € jrH I {H |n)|r = 0)  ^ ^ e L2oc(0) I _ 

(19) 

where 

(20) 

2.2 Uniqueness 

The energy flux is now 

FdD(U) = ^-3m f   (C1 (curl U\U An)-^1 div£U{n\ZU))dj. (21) 
&>        JdD 

We remark that a solution of the homogeneous problem (19) satisfies (17) in the vicinity 
of infinity, and consequently that A</> + k%(p = 0 for (p = divU. As FQBR(U) = 0, then 
lim^-nx) jdB |div U\ d^y = 0, and div U = 0 from Rellich's theorem. The previous proof 
shows now that U = 0 in the vicinity of infinity, and in the whole domain ti by unique 
continuation. 

2.3 Reduction to a bounded domain 

The integral representation formula reads now as 

U = Vi + KF{U) (22) 

with 

nF[U}(x)   = I Gt{x - y) (curl U(y) Any + r1^ div U(y)) d7tf 
JF 

- / curly Gt(x - y) U{y) A ny djy -t~
l / (div,, Gt(a; - y)f (U(y) \n) d-y 

JF JF 
(23) 

where 

Gt = 9kJ + A;72Hess (9ks - gkp), (24) 
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whose singularity at the origin is only r-1, whereas it was r~3 for the classical problem. Let 

JV.,17 = divZ7 +1/ (Z7 |n),E ,■ (25) 

similarly we can prove that for 3m(Xkj2) and 3m(vk~2) < 0, the reduced problem 

Find U' E Hr/H, such that W € Hf/H, aT(U', V) = £T(V') (26) 

with 

HE = {VeH(cw:\;Q,'\div^VeL2(ü'), VAnr = 0, V An|S € L2(E), (V|n)s € I2(£)} 
Hf = {F € #(curl; 0' | div£F e I2(0'), (V \n)T = 0, V A n|E € L2(E), (V |n)s € L2(E)} 

(27) 

and 

aT{U',V')   = f r^curl^'Icuriy'J+r^div^'div^ -iß f S(Ü'\V) 
Jü' Jü' 
+Co_1 / {\{U'An\V'An)+t-lv(U'\n)(V'\n))di 

Jz (28) 
-Co"1 / ({Txntiu'} |V) H-r1 (Nvn*F\cn \V)) d7 

tr(V) = Co1 f {{TxUi \V) +*"1 {NuUr \V')) <27 

is well-posed and equivalent to (19). 

2.4 An alternative choice of spaces 

When the coefficients C, £, and r are regular enough, Costabel [3] has shown that 

b(U', V) = f C1 (curl U' Icurl V) + r"1 div£U' div p" 

is coercive on {V G H1^') | V' A ri|ruS = 0} and on {v 6 tf^fi') (V |n)(ruS = 01, from 

which we deduce that (28) is well-posed on £EIH, with 

SE = {VeH1(u')\VAnT = 0} . 
£H = {VeH1(u')\(V\n)T = 0}. {^} 

Such a result is meaningful when tt' is not regular nor convex, as in this case Hl{Q!) % 
ü(curl; S7') n iJ(div;0'); it proves that the solution of (28) can be approximated by H1 - 
conforming elements only when Q' is regular or convex. 

2.5 Classical versus regularized 

Consider first the solution U of (19), following [2] choose any / 6 L2(Q') and put V = 
gr&d<p, where </? is the solution of div(£grad</?) = / in SI' with (p\ruS (electric field) or 
dip/dnvp — 0 and y?is = 0 (magnetic field). Let ip a truncation function identical to 1 in the 
vicinity of T, and to 0 in the vicinity of S, let U' = ij>U and U" = (1 - i/>)U = U- U'. As 
V e HEIH, we deduce from (19) that V/ € L2(Ü'), 

[ tp'f =u>2 [ £(U\grad<p) +.t"V / (graddiyü"|grad^), 
Jü' Ja' Jü' 

(30) 
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where ip' = r_1 div £,U'. Consider now the H1 - solution ip of 

/ e(grad0|grad^')   = -w2 /  (££/|grad</)  -t~V /  (graddivtf" |grad^") , 
Ja Jn> Ja 

(31) 

where <£|ruS = <p'!TuIi = 0 (electric field) or <£js = ^j's = 0 (magnetic field) and take ip" = <p, 
we obtain thus 

f (p Ay> = u? f £ (U |grad ip) +t~ V /  (grad div *7" |grad y>). (32) 
Ja Ja' Ja 

Prom (30) and (32) we deduce that ip' = <p G H1^), and then from (31) thatr"1 div?grady/+ 
wV = 0 in Q' and ipL - 0; as a consequence <p G -HioC(fi), ¥>|r = ° and div^grad^+orVip = 
0 in the whole domain ti. By the integral representation formula (22), we show that ip satis- 
fies the outgoing radiation condition, and thus vanishes by Rellich's theorem; the solution of 
the regularized problem is thus identical to that of the classical one. 

Such a proof is not valid for the alternative choice of spaces for the singular case, for 
grad</? g" £E/H V/ G L2(tt'); consequently div£17 £ H^ü) and does not necessarily vanish. 

2.6    A singular field method 

For the sake of simplicity, let us consider the case where the coeeficents and the artificial 
boundary S are regular. By SE we denote the space of singular functions of the Laplacien, 
which is of finite dimension, i.e. 

SE = {<pe Hfctf) I 3/ G ME, (grady |grad V) + (/ h/0 = 0, W> G H^Sl')} ,        (33) 

ME beeing any closed supplementary of the range of A, considered as an unbounded operator 
with domain H%(Q,') nH2 {€!,'). Similarly, let 

SH = {ip G HoW | 3/ G AfH, (grad<? |grad^) + (/ |V) = 0, V^ 6 Hip!)} , (34) 

where H(Cl') = {ip G H1^!') | v?|s = 0} and MH is any closed supplementary of the range of 
A with domain H(Q,') n H2(£l'). Bonnet et al. (see also [1] and [4]) have shown that 

-HE/H^SE/HQ^SE/H (35) 

Problem (26) can thus be written as 

Find U' = P' + grad ip G SE/H © grad SE/H, 
such that W = Q' + grad V G £E'H © grad S^, (36) 
aT(U',V') = £r(V') 

where P' and Q' G f ^^ can be approximated by standard H1 - conforming elements even 
for non-regular Q'. 
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UKRAINIAN RADIO PHYSICAL SYSTEM OF SEISMO-IONOSPHERIC MONITORING 

Leonid N. Jitvinenko, YuryM. Yampolskii 

Institute of Radio Astronomy, National Academy of Sciences of Ukraine 
Ulitsa Krasnoznamennaya 4, Kharkov 310002, Ukraine 

The paper reviews basic ideas, goals and structure of the System of Under-Satellite 
Ionospheric Sensing (SUISX which is currently under development within the framework of research 
project 'Warning". The team of principal developers of this system is with the IRA NAS in Kharkov. 

It is supposed that SUIS will be based on two sub-systems (SS), namely, Monitoring and 
Calibration. The output data of both SS will be first transferred to and processed at the Central 
Terminal of Ground Data Processing (CTGDP), and further transmitted to the Center of Scientific 
Data Processing. 

In the framework of the Monitoring SS, four observatories: West, South, East, and Antarctic, 
are planned to be built. They will be equipped with identical radio physical instruments in 4 radio 
frequency bands and with preliminary processing terminals (PPT). Such a concept of the ground-based 
system is recognized to be the most economic, reasonably corresponding to the existing research 
background and experience, and will provide a sensing of the whole ionosphere in the interval of 
heights from 50 km to 1000 km. After a preliminary processing at the observatories, the data streams 
will be transferred to CTGDP. 

About the research goals of SUIS, the following should be mentioned. The Monitoring SS is 
planned to work in a continuous routine regime. It will be put into operation half a year before placing 
the satellite into orbit. 

The other SS of SUIS, Calibration one, will involve all existing active radio systems in 
Ukraine that are purposed at the ionospheric sensing. It will work only according to a special timetable 
based on the satellite passing and on the international geophysical calendar. As all the equipment of 
this SS operates with powerful transmitters, its work requires significant expenses and resources. The 
data from this SS also are gathered at CTGDP. SS Calibration is purposed at the calibration of the 
satellite sensors and the sensors of the Monitoring SS. The diagrams showing the connections of its 
equipment with the ionospheric and other sensors of satellite will be presented. Integration of the data 
of this SS with the other data of the whole SUIS will make it possible to model ionospheric 
phenomena, extract the seismic precursors and carry out the data interpretation. Here, it is supposed to 
arrange an exchange of data with all major centers of ionospheric sensing. Using the foreign 
observatories for the under-satellite sensing is possible; the needed agreements have been obtained 
from many of them. This will naturally require a direct link to Internet from CTGDP. 

Now consider a planned strategy of the SUIS output data processing (SIDP). Here, two 
blocks can be separated: processing HAS Monitoring data, and the Calibration one. The system of the 
data processing should be integrated with all the data streams from the observatories through PPT, 
calibration equipment, world ionospheric observatories, and global data center. The SUIS data 
processing is planned to be three-level one: sensor - PPT - CTGDP. A sensor transforms the streams 
of radio data into radio physical parameters. PPT determines, at every location, the background levels, 
makes archiving and storage of data, extracts the anomalies, and sends the latter to CTGDP. The 
Center compares the data of all the PPT and Calibration SS, and sends them to CPSD in terms of real- 
time and modeling representations. 

Making up a decision about a seismic warning then is done as follows. At PPT, the "Zero" 
(Calm) level corresponds to the absence of anomalies detected by sensors; level "One" (Suspicion) 
implies an anomaly detected by a single sensor; level 'Two" (Trouble) means a correlated in 
frequencies and routes anomalies in several parameters. This information is sent from PPT's to 
CTGDP. There, the level "Three" (Alarm) is initiated: correlated in time, space and frequency 
anomalous variations of physical parameters detected by different observatories and SUIS. 
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Introduction 
In recent years, we have been interested in bringing the concept of fractional calculus and 

the theory of electromagnetism together [1-7], and to develop an area in electromagnetics which 
we are naming Fractional Paradigm in Electromagnetism.   The field of fractional calculus 
addresses mathematical operations involving differentiation and integration to arbitrary non- 

,      dvf(x)    ,_,_., 
integer real or complex orders - operators such as   , v    where v can be a non-integer real or 

complex number [see e.g., 8]. In other words, in this field the operators that are so-called 
"intermediate" cases between the integer-order differentiation and integration are addressed and 
studied. The electromagnetic theory, on the other hand, is a classical field in which the usual 
differential and integral operators are commonly used. So it is interesting to explore what 
possible applications and physical implications one would find if one brought the 
fractionalization of operators and electromagnetism together. In our earlier work, we have 
applied the concept of fractional calculus in certain electromagnetic problems, and have obtained 
some interesting results demonstrating some salient features and potential applications of these 
operators [1-7]. Inspired and motivated by our earlier work in application of fractional calculus 
in electromagnetism, we have also been interested to explore fractionalization of some other 
operators commonly used in electromagnetic problems and to search for potential applications 
and physical meanings of such fractionalization of linear operators in electromagnetism. We 
recently introduced the concept of fractionalization of the cross-product and the curl operators 
[1,2] and showed that such operators can provide us with fractionalization of duality principle in 
electromagnetism [1]. 

In this paper, we provide a brief overview of some of our ideas and recent work in this 
area and discuss some of the salient features of the results obtained in our analysis. The 
interested reader is referred to our work reported in [1-7] for more details. Before we give this 
overview, for the sake of easy reference we first give a brief summary of some of the definitions 
of fractional integrals and derivatives that have been utilized by mathematicians over years. 

What is Fractional Derivative/Integral? 
Fractional calculus is a branch of mathematics that deals with generalization of well- 

known operations of differentiation and integration to arbitrary non-integer orders ~ orders that 
can be non-integer real or complex numbers [see e.g., 8-11]. The mathematical idea of fractional 
derivatives/integrals, which dates back to the seventeenth century, has been the subject of interest 
for many mathematicians and has seen much development over the years [see e.g., references 
given in 8, pp. 3-15]. Fractional derivatives and integrals are shown symbolically by some of the 
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ävf(x) 
notations such as „Drf(x) [see Davis, 10] or — — [see Oldham and Spanier, 8] where v 

d(x-a) 
is the general order of the operator (not necessarily positive or negative integer), and a is the 
lower limit of the integrals used to define these operators (as shown below). 

One of the definitions of fractional integrals is that known as the Riemann-Liouville 
integral [8, p. 49; 9, p. 33]. It is the generalization of Cauchy's repeated integration formula. 
Cauchy's formula states that the nth-order (or n-fold) integration of a given function f(x) can be 
written as 

X *fl-l *1 j X 

D;nf(x) = \dxn_x \ dxn_v...\f(xQ)dxQ = ——i\(x-urlf(u)du (1) 

-n where aDx denotes the n-fold integration with the lower limit of the integrals being a. It is 
clear that (n-1)! = T(n) where T(-) is the Gamma function. Replacing -n with v which is a non- 
integer negative number, the Riemann-Liouville integral for definition of fractional integration is 
obtained [8, p. 49] as follows 

1     x 

a D
vJ(x) = J (JC - uyv'lf(u)du.      for v < 0 and x > a (2) 

For fractional derivatives with v >0, this definition can still be used if combined with the 
dm 

following additional step aD
vJ(x) = —- aD

y
x 

mf{x), for v > 0, where m is chosen such that 
dx 

dm 

(v-m) becomes negative and thus Eq. (2) can be applied for aD
v

x 
mf(x).   Then — is the 

ordinary mth-order differential operator [8, p. 50]. 
Another definition of fractional differentiation/integration was given by Liouville for 

functions that can be expanded in a series of exponentials.   For a function g(x) which can be 

written as g{x) = ^cie"'x, according to Liouville [12], [8, page 53] the vth-order fractional 
;=o 

differentiation/integration (with lower limit a = - oo) can be given as 

-D'«w=^s!c'"'v"' (3) 

There are several other definitions for fractional derivatives and integrals which can be found in 
some of the references on fractional calculus [see e.g., 8, ch. 3]. Fractional calculus has had 
applications in various topics such as differential equations, complex analysis, Mellin transforms, 
and generalized functions to name a few. For a historical review of the field of fractional 
calculus, the reader is referred to the excellent bibliography prepared by B. Ross that is reprinted 
in pp. 3-15 of the monograph by Oldham and Spanier [8], and also the historical outline given in 
[9]. 

Our interest in fractional calculus has been particularly focused on finding out what 
possible mathematical applications and/or physical roles these mathematical operators can have 
in electromagnetic theory. Needless to say, electromagnetics is a field in which the use of 
conventional (integer-order) calculus plays a major role, and it is of interest to see how fractional 
calculus may offer useful mathematical tools in this field and how these tools help us to develop 
the area of fractional paradigm in electromagnetism. We have applied the concept of fractional 
derivatives/integrals to certain electromagnetic problems, and have obtained interesting results 
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and ideas showing that these mathematical operators can be interesting and useful mathematical 
tools in electromagnetic theory ([l]-[7]). Some of these ideas, which are the steps in developing 
fractional paradigm in electromagnetism, include the novel concept of "fractional" multipoles in 
electromagnetism [3], electrostatic "fractional" image methods for perfectly conducting wedges 
and cones [4], "fractional" solutions for the standard scalar Helmholtz equation [6], mathematical 
link between the electrostatic image methods for the conducting sphere and the dielectric sphere 
[5], fractionalization of curl operator and its role in fractionalization of duality principle in 
electromagnetism [1,2]. Below a brief review of some of these problems is given. Due to the 
space limitation here, only some of these problems are reviewed. The interested reader may refer 
to our work reported in [1-7] for further details and for our other findings. 

What is our Fractional Paradigm in Electromagnetic Theory? 
In the mathematical treatment of electromagnetic theory, for any given general problem 

we often solve canonical cases. For example, if the goal is to solve the standard problem of 
propagation of electromagnetic wave in a source-free region we usually consider well-known 
canonical cases of one-dimensional plane wave, two-dimensional cylindrical wave, and three- 
dimensional spherical wave propagation. Here if we just consider two of these canonical cases, 
e.g., plane wave and cylindrical wave, we can symbolically show the chart of Fig. 1 where the 
box entitled "problem" is what describes the general problem of interest (in this example, the 
wave propagation in free space), and the two boxes "Case 1" and "Case 2" indicate the two 
canonical situations (in this case plane and cylindrical waves). Now, one can ask the following 
questions: 

Are there any "intermediate" situations between the two well-known cases represented 
as canonical situations for the "problem"? In other words, as symbolically depicted in 
Fig. 2 can we have fractional "intermediate" domains between the two cases shown in 
Fig.l? 

Case 1 

Fractional (Intermediate) Paradigm 

C Case 2 J) Case 2 

Problem Problem 

Fig.l Fig. 2 

These questions can be rephrased and interpreted in the following way: 

If we consider certain "entity" whose properties (or identifiers) depend on a parameter 
with integer values, can we still consider (or think of) that entity when that specific 
parameter takes a non-integer "fractional" value? In other words, can we conceive an 
"intermediate " case for that entity ? 

In order to illustrate this idea, let us consider the following example: The concept of multipoles 
and multipole expansion in electromagnetic theory has been well known and studied extensively. 
Let us take our "problem" as, for instance, the electrostatic potential distribution, and consider 
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P2aJr)^qla.^S(r) = qla~ 

the canonical "cases" as the "entities" of electric point-monopoles, electric point-dipoles, electric 
point-quadrupoles, etc. These entities have specific properties. For instance, for the static 
electric point-monopole, the scalar electric potential has the radial dependence of R-1. The 
scalar potential of electrostatic point-dipole, however, varies as R~2 (and of course it has an 
angular variation). Comparing the scalar potentials of these two entities, we obviously notice 
that the R-dependences of these electrostatic multipoles have exponents that are negative 
integers. Now the above questions that we posed can be rephrased as follows: Can we have an 
"intermediate" electrostatic multipoles whose R-dependence varies as R~a where a takes a non- 
integer value between 1 and 2? If yes, how would such a "fractionaT-order multipole look like? 
Of course, such an "intermediate" multipole should not, and cannot, simply be made by a linear 
combination of one point-multipole and one point-dipole with appropriate coefficients. Because 
if that were the case, the scalar potential in the distant region of such a combination would be 
dominated by the potential of the monopole only, since the static dipole's scalar potential drops 
faster than that of the monopole. Therefore, a specific charge distribution should be sought in 
order to have a potential with R-dependence of R-a. We have studied this issue and have 
introduced the idea of fractional-order multipoles using the tool of fractional calculus [3] and 
have shown that such fractional multipoles can be used in describing potential distribution in 
front of a perfectly conducting cones (for the 3-D case) and perfectly conducting wedges (for the 
2-D case) [4].  We have found the volume charge density of a fractional multipole in 3-D case as 

(4) 
where a is in general a non-integer number between zero and unity, U(z) is the unit step function, 
and the multiplicative constant /a, where / is an arbitrary constant with dimension of length, is 
used here to keep the physical dimension of this charge density as Coulomb/m3. The subscript 
2a in p „ (r) describes the multipole fractional order of this new charge distribution. This 

subscript is chosen such that it provides the right order of multipoles in the limiting cases of a = 
0 and a = 1. For a = 0, we get the point-monopole p^r), and for a = 1 we obtain the first z- 

derivative of 8(r), thus showing a charge distribution of dipole p2(r) along the z-axis. The 
subscript z in p2„ (r) indicates the fact that we have this charge distribution along the z axis 

(resulted from the ath-order z-derivative of the point-monopole). We have analyzed the scalar 
electrostatic potential function of this fractional 2a-pole multipole [3]. It can be written 
explicitly as 

®a(xyz)=la   D"!"-2-! = qrr<aM   Pa(-cosQ)     forO<a<l 

0 < 0 < n (5) 
where Pa(-cos8) is the Legendre function of the first kind and the (non-integer) degree a. A 

series of contour plots in the x-z plane for this potential for several values of a, 0<a< 1 is 
shown in Fig. 3. (See the caption for more details). It is interesting to note from Eq. (5) that, as 
predicted, the scalar potential function of the intermediate "fractional" 2a-pole drops as R-1"« 
(with 0 < a < 1), as R increases. Thus, it is a potential distribution that can be regarded as the 
"intermediate" case between potentials of the point-monopole and point-dipole. The angular 
dependence of this potential is Pa(-cos9) with the degree a which is, in general, non-integer. 
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a = 0.8 

a = 0.6 

Fig. 3.   Contour plots for 
the     electrostatic      scalar 

potential of 2a-pole charge 
distribution of Eq. (4) for 
0 < OC < 1. The expression 
for the potential is given in 
Eq. (5). Since this scalar 
potential is azimuthally 
symmetric, the intersection 
of equipotential surfaces 
with the x-z plane is only 
shown here. The contours 
are shown for the region 
-2<z<2 and 
0<X<2, and for six 
different values of a. For a 
= 0 (top left Panel), the 
source is a single electric 
point-monopole (shown as 
+) located at x = y = z =0, 
and the contours are 
independent of 9. For a = 1 
(bottom right Panel), the 
source is an electric point- 
dipole (shown at + -) 
located at the origin, and the 
angular dependence of the 

potential is -cos(8). For fractional values of a between zero and unity, we can see from the above contour plots that 

the scalar potential of fractional 2a-pole are "intermediate" cases between those of the point-monopole and point- 
dipole, and in a way it "evolves" from one case into the other. The dashed lines, which are added later on top of the 
contour plots show the approximate location of zero potential (root of /^(-cosG) = 0.) In the region of x-z plane 

shown above, to the left of these dashed line, potential is positive and to the right it is negative. Along the positive 
z-axis, the charge distribution is also sketched. The plus and minus signs below the z axis indicate the sign of the 
charge distribution along the z axis. (Originally published in N. Engheta, "On Fractional Calculus and Fractional 
Multipoles in Electromagnetism," IEEE Transactions on Antennas and Propagation, Vol. 44, No. 4, pp. 554-566, 
April 1996. Copyright© 1996 IEEE.) 

We have also addressed the case of fractional "intermediate" situations between the plane 
wave and the cylindrical wave propagation in free space, have obtained "fractional" solutions to 
the standard Helmholtz equation, and have found specific sources that generate such intermediate 
fractional solutions [6]. Our results show that for the time-harmonic two-dimensional electric 
current distribution described in the Cartesian coordinate system as 

/rx.y/O^f^^D^Srx^^ + ^Ä^x^^^-1-^^-. (6) 

where 0 < a < 1, the z-component of the radiated electric field in the far zone can be expressed, 
for 9 not being too small, as 
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where p = V^ + y2, 0 = sin_1(y/x), and k s ©"vjos . For 0= 0 when the observer is along the x 
axis, another expression is obtained for Ez [see Ref. 6], which shows that the magnitude of this 

field along the x axis drops as Ixl-0^2. It can be shown that the source expressed in Eq. (6) and its 
far-zone radiation field given in Eq. (7) are the intermediate case between the two cases of the 
line current and the sheet current. (Note that the source given in Eq. (6) is not a simple linear 
combination of a single line current and a single sheet current.) More specifically, we notice that 
when a = 0 in Eqs. (6) and (7), the current source becomes an infinitely long thin line current 

along the z axis and its far-zone radiation field approaches 0E(x,y;k)=~     " J—e'tp_"t/4 

ip»l 47t    \ kp 

which is the far-zone cylindrical wave of an infinitely long two-dimensional wire antenna. When 
a =  1, Eq. (6) represents a one-dimensional sheet current with intensity IQ/2, and its 

corresponding far-zone field is ,EJx,y;k)=.--^-ILekMwhich is, as expected, a plane wave. 
*P»I 4k 

Therefore, Eq. (7) represents an example of a wave which is an "intermediate" case between a 
plane and a cylindrical wave. 

In some cases, however, the fractional cases may not be directly or obviously related to 
the known parameters for the so-called "integer" cases. As an illustrative example, let us 
consider the very well-known concept of duality principle in electromagnetic theory, that is for 
any given electromagnetic problem there is another problem named dual problem that can be 
obtained by appropriate transformation of fields, sources, and material parameters, namely, 
E->H\ H-> -E', u->s\ £->u\ J->J'm, J m -»- J', P^p'm, and pm -»-p\ Following the same 
line of inquiry, we should ask: Can we have "fractional duality" in electromagnetism where the 
fractional dual problems would be intermediate problems between the original and its dual 
counterpart? To answer this question, first we needed to seek an "operator" which "connects" 
the two cases together, i.e., a mapping which takes the original case and brings it into the "dual" 
case. Symbolically, we can show such an operator (which can be linear) as a mapping between 
the "Case 1" and "Case 2".   We should then "fractionalize" this operator L, and the new 

fractional operator, which we symbolically denote by La, can be used to obtain the intermediate 
cases from the original case 1. This fractional operator should have the following properties: (1) 
For a = 1, one gets the original operator L and this provides us with Case 2 from Case 1; (II) For 
a = 0, one obtains the identity operator / and Case 1 can be attained; and (III) For two numbers 

a and ß, we should have Lajß=jß_La=J,a+^. We have used this technique to fractionalize 
some of the well known operators such as cross-product operator and the curl operator [1-2]. 
The fractional curl operator, as we defined, is a new operator shown symbolically as curt with 
parameter a that is in general non-integer. When a=1, we get the conventional curl operator. 
When oc=0, we should obtain the identity operator. For values of a other than zero and unity, 
one then gets operator curla with appropriate mathematical operation [see Ref. 2]. Under certain 
appropriate mathematical conditions, this operator, when applied repeatedly, is additive and also 
commutes, i.e., curf curt = curl curt = curla+?. This operator is an interesting mathematical 
operation that may offer some possible utility in certain electromagnetic problems. In particular, 
we have found that using "fractional curl" operator we can fractionalize the duality principle in 
electromagnetism [1,2]. 
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Our hopes in introducing the fractional paradigm in electromagnetic theory are to explore 
various fractional intermediate cases in electromagnetic problems which may lead to some 
interesting possibilities. Many real-world problems in electromagnetism may not always be 
identified or modeled as one of the standard ideal canonical problems. For example, in some 
situations it may not be possible to model waves as ideal canonical plane, cylindrical, or 
spherical waves. Similarly we may not be able to model antennas as having simple canonical 
shapes. So it is hoped that "intermediate" cases we study will shed light on mathematical 
treatment of some of the real-world problems in electromagnetic theory. 
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TIME-DOMAIN ELECTROMAGNETICS 
OF WAVEGUIDE-TYPE OPEN RESONATORS 
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Dept. oj"Diffraction Theory andDiffraction Electronics 
Institute ofRadiophysics and Electronics, NAS of the Ukraine 

12 Proskura St., Kharkov 310085, Ukraine 

Introduction 
New algorithmic schemes for modeling the problems of linear theory of waveguide disconti- 
nuities are presented. Numerical experiment is still the main tool for investigation of the reso- 
nant wave scattering phenomena, which are characteristic for such structures. The mathemati- 
cal approaches employed for such purposes have to satisfy relevant demands as for accuracy, 
efficiency and versatility, and for ability to be focused on particular details of various practi- 
cally interesting regimes. 
The approaches for analyses of transient processes in the waveguide-type open resonators con- 
sidered herein satisfy all these requirements. They rely on the description of the scattering 
properties of discontinuities in regular waveguides in terms of transform operators related to 
"evolutionary basis" of non-stationary signals that are qualitatively the same for all guiding 
structures [1]. They suppose an application of the analytical regularization technique at key 
stages of the solving procedure [2]. The approaches developed can be applied to the solution 
of wide range of electromagnetic and acoustic boundary value and initial value problems. The 
class of considered model problems comprises resonant type discontinuities in circular and co- 
axial waveguides excited by an axisymmetric TE^, electromagnetic wave. The choice of mod- 
eling objects is motivated by scientific interests of the author. 

Evolutionary basis of non-stationary wave and transform operators 
Investigation of a TE-type axisymmetric wave scattering in circular waveguiding structures, 
such as coaxial bifurcation or annular iris, is reduced to solving the following initial boundary- 
value problem: 

' dt1 dt       dz1       dp 

d_ 
dt 

f\   d ^ 

Kp6p 
(pU) = F(z,p,t),t>0,{z,p}eQ; 

U(z,p,0) = <p(z,p),    ^-U{z,p,i\ 
t=0 

v&p-'i«,-0- 

where s{z) is the relative dielectric permittivity of the material filling the discontinuity, 

<r(zW^y   ]   (T0(z),   s0,j^ are the free-space permittivity and permeability, a0(z)isthe 

specific conductivity; JJ{z,p,i) = Ep. For the axisymmetric wave, Ep -Ez=Hp=0, while 
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the non-zero components of the magnetic field vector are given by the relationships: 

d H - 
r„\y* 
w 

JLE. 
dz    *" 

Yi 
-H.=- £K> 

It is supposed that the functions F{g,t), <p(g), r[g),s(g)-l,**<r(g) are finite in ß and 

satisfy the conditions of the theorem about a unique solution of the problem (1) in the energy 

class(Sobolev'sspace)^Ör)>Ör=ß><M,   T(* PI- 
The separation of variables in (1) enables us to represent the solution of the problem (1), at any 
section of regular waveguide (i.e., where its cross-section is constant along the axis z, and 

s(g) -1 = <r(g) s 0), as follows: 

u(z,p,t)=XvAz,t)%(p)     k*a^ (2) 
« 

where the sequence of functions v{z,t) = {v„(z,f)} solve the equation 

vAz,t)=an(z,t)-^{tM-^M+ 
(3) 

with initial conditions 

v„{z,t\-™<t«*>, H <oo, 

= cn(z); 
f=0 

vn(z,0) = bn(z);    ^v,(z,0 

{A,} is the set of eigenvalues relevant to eigenfunctions ¥„(/>), ^ is the generalized de- 

rivative of the Dirac delta-function, a„(z,/) ,*.(*),'■(*) « the Fourier e0effidentS °f ** 

functions F(g,t), <p(g), ^expanded in terms of the series of basis functions. 

Suppose now that a wave of the type (2) excites the open waveguide resonator. We consider 

the field of excitation ü'fe,f) = £v.M*.iW t0 be nonzero ordy in the ^^^ A' 

which is regular for all zx > 0 (left bound is placed in the plane zx = 0). The scattered field 
that is exited in the regular semi-infinite waveguides A and B and propagates m each 
waveguide towards the increasing values of zx and zt can be expressed m the form 

Boundary transformation operators RM and TBA (at the boundaries z, = 0) of the evolution- 

ary basis of nonstationary wave coming from the waveguide A are introduced via expressions 

(4) 

(4) 

dzt Zj-°     o "i 

(5) 
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o    L J 
The transporting diagonal operators£A(z1) and £*(z2) that characterize the field variation 

while propagating along a finite distance in a regular waveguide, are defined as follows: 

wj' (0,0 = {*■>,')} = \B»8) + r^][v(0,r)]; 7 = 1,2. 

(7) 

It is clear, that all together these operators characterize the scattering features of discontinuity 
(in the case of A-side excitation) in complete manner. Here Jq{..) is the Bessel function, x 

is the Heaviside step function. 

Elementary discontinuities in circular and coaxial waveeuides 
In this section we shall outline the principal ideas of the approach, which can be used for the 
solution of rather wide range of problems of transient scattering theory. 
Hereinafter the wave of excitation, U]{z,p,t), is supposed as coming to the discontinuity 

from the left-hand side and chosen to have the form (2) with vn(0,t) = S„pS{t-i]). Integer 
number p > 0 and the time when the observation started, rj > 0, are fixed. 
l.Coaxial bifurcation of a circular waveguide will serve us as the first example. This configu- 
ration is characteristic for all the structures of so the called Wiener-Hopf geometry. According 
to (4)-(6), the scattered field U(z,p,t)formed in the regions z > 0 and transformed by the bi- 

furcation (regions A is coaxial waveguide, B is the circular waveguide of radius b; the region 
of the regular circular waveguide of radius a is denoted by E) can be represented as 

■ o    L    v '   J (8) 

n   0       L J 

The eigenfunctions y/n(p), yn](p) and the eigenvalues ln,X nj are defined as follows 
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-%• *=%>^=R^ 
) 

where Jg(...), Nq(,.) are the Bessel and Neumann functions; v„ ,//„,»= 1,2... are non- 

zero   positive   roots   of  equations   J1(v) = 0   and   G^l^O.   The   eigenfunctions 

¥n(p) > V„i(p)»Wn%(p) form the orthonormal p-independent bases in the relevant plane do- 
mains: two circular and one annular waveguides, respectively. 

Satisfying the boundary conditions for the functions u and /ßz at z = 0 (i.e., the condi- 

tions of continuity of the total field tangential components) providing the uniqueness of the 
solution of (2)-(4), we arrive at functional equations. In terms of the Fourier coefficients of 
matching functions, one of them has the following form: 

m=l,2... 
2x(v„2-^r=ö>*,i 

I   n 

where R„ = 2R%(t-tj)J1(vm9)/J0(v„); 

Sjatfjb 

Fnmj=2jt    \yfn{p)¥mj{p)pdp,      ;' = U- 
Sjb 

(9) 

+ 

+F, s(t-n)-ij^,(t-T)]z(t-*)vp(o,T)dT 
pmi £t\_ 

Expression (9) is a dual series operator equation with respect to the set of unknown functions 

\Rf(t - rjj\. It is well known from the theory of matrix operators of convolution type [4], 

that (9) provides the solution in explicit form via application of the residue calculus of mero- 
morphic functions over a contour in the complex plane. It is noteworthy that the elements of 

the vector function [R™ {t - rj)} in the right-hand side of (9) make invest only by their values 

at the moments of time r that are strictly earlier than t. Thus, the initial boundary value 
problem is reduced to the Volterra integral equation of the second kind. The properties of the 
matrix kernel enable us to solve this Volterra equation numerically, without inverting the ma- 
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trix kernel at each step of integration, that considerably increases efficiency of numerical algo- 
rithm It has been thoroughly tested and cross-checked. 
2 Thin axialty symmetric irises have been chosen as the second example, to demonstrate that 
the mode matching technique in time domain can arrive at a considerably simpler example then 
described above. The total field in domains^ (z > 0) and B (z < 0) can be presented as: 

»   0 

f T>AA\ (w \ 

V"P J v0; 

After satisfying the boundary and continuity conditions at the plane z = 0 and caring out sev- 
eral obvious transformations we obtain that 

<('-r)=^E^(^I-/.^('-*('-«(^^+^w('-4      (10) 
m [       0 J 

« = 1,2...;   7 = 1,2. 

S)a+Sjb 

Here Fnmj=2n   \y„{ptyn{p)pdp■ If 7 = 1, formula (10) characterizes the scattering 
S)b 

properties of an annular-type iris, and if j = 2, it corresponds to the one of circular shape. 

Similar to the bifurcation problem, the elements of unknown vector function \ß% (t - r)} that 

are in the right hand side of (10) influence its value at the moment / only by means of then- 
values at the time moments t that are earlier than /. Thus, for a fixed / (regular step in time) 
we can consider (10) as explicit solution of the problem of non-stationary excitation of sym- 

metrical irises in circular waveguides. 

Conclusions ■.<■,* -A A 
The discussed above algorithms have been implemented in numerical codes for computer-aided 
simulation of several key problems. Characteristic cases studied showed these algorithms to be 
a powerful and reliable software tool for fundamental and application-oriented investigation of 
the physical features and peculiarities of time-space field transformations m the resonant 
structures that are of practical interest in many areas of today microwave engineering and sci- 

entific devices design. 
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Abstract: In the spectral analysis of practical open integrated waveguiding structures, multiple non-removable branch points occur in the axial 
Fourier-transform plane. When the inversion integral for the distant radiation field is approximated asymptotically by deforming the real-axis 
integration contour (C) into a steepest-descents contour (SDC) all of the associated branch cuts are crossed twice. Passage from the top 
Riemann sheet to lower sheets and back to the top sheet occurs so both ends of the contour lie on the top sheet and C can be directly 
connected into SDC. If the observation aspect angle is sufficiently large, however, all but one of the cuts are crossed a third time and the 
two ends of the SDC lie on different sheets. Deformation of C into SDC then requires a fourth crossing of those cuts and integration around 
them to remain on the top sheet. A continuous spectrum contribution consequently augments the saddle-point term contributed by the SDC 
approximation. These wave phenomena are studied in detail for the asymmetric planar dielectric waveguide, which is the simplest canonical 
structure for which multiple non-removable branch points occur. 

INTRODUCTION: 
Integrated waveguide structures consist of conducting or dielectric guiding regions immersed in a 
planar-layered background environment. The analysis of such configurations proceeds typically from 
a spectral formulation for the currents/fields in the axial Fourier-transform domain. Integral 
representations for the complete electromagnetic field maintained by excitatory electric currents are 
obtained by subsequent inverse transformation of the spectral-domain fields. Evaluation of the integral 
representations requires that singularities of the spectral-domain currents/fields be identified. Those 
singularities consist of simple poles associated with the integrated guiding structure and branch points 
contributed by the layered background environment. The author has demonstrated previously [1,2] that 
the latter branch points arise from both the wavenumber parameters and the discrete surface/leaky-wave 
poles of the layered background. Asymptotic evaluation of the distant fields proceeds through a 
steepest-descents approximation of the axial inverse-transform integral representations. The latter 
procedure is complicated by the presence of multiple non-removable branch-point singularities in the 
spectral-domain fields. For simple canonical waveguides (such as the symmetric planar dielectric slab), 
the steepest-descents integration contour (SDC) crosses the single branch cut twice so both of its ends 
lie on the top Riemann sheet; the original real-axis integration contour (C) is consequently directly 
deformed into the SDC. When applied to spectral fields of integrated guiding structures, a SDC crosses 
all of the branch cuts twice, but can cross all but one a third time for adequately large observation 
aspect angles. As a result, those latter cuts must be crossed a fourth time and the integration path 
deformed around them to return to the top sheet prior to connecting C into the SDC. Additional 
continuous-spectrum wave contributions consequently arise in distant approximations to the complete 
field. Since no prior efforts on asymptotic evaluation of integrated waveguide fields is apparent, a 
simple canonical waveguiding structure which shares the presence of multiple non-removable branch 
points is investigated to obtain insight into the more practical integrated structures. 

CONFIGURATION AND ANALYSIS: 
The asymmetric, planar dielectric-slab waveguide is perhaps the simplest canonical waveguiding 
structure for which multiple non-removable branch points are present in its spectral-domain field. The 
configuration of such a structure excited by a line source is indicated in Fig. 1. It consists of a 
dielectric guiding layer with refractive index n2 and thickness t located between semi-infinite cover 

and substrate layers having refractive indices nx and n3, respectively, where n1<n3<n2. Wavenumbers 

in the various layers are k^nfo, /=1,2,3, where k0=2ttlX0 is the free-space wavenumber. An axial 
Fourier-transform solution for the TE field is constructed by well-known methods [3-5] leading to an 
integral representation for the region 1 field as 
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^^.f:'^1;^.^ 
where reflection coefficient R(Q depends upon the wavenumber parameters p, = y'C2 -kt . 

The spectral-domain field has two types of singularities in the complex axial transform (C) plane. Thepl 

lead to branch points at ±kt, although those at ±1% are removable, while R(0 leads to simple pole 
singularities. Those complex C -plane singularities are indicated, along with the relevant wavenumber 
locations, in Fig. 2. Sommerfeld-type branch cuts, also shown in Fig. 2, are selected leading to a 4- 
sheeted Riemann surface for which the spectral field decays or remains bounded transversely for all 
points on the top sheet, while it grows transversely on the lower sheets. The pole singularities consist 
of two distinct types; proper surface-wave poles occur on the top Riemann sheet while improper leaky- 
wave poles appear on the remaining three. Various representations of the total field are considered 
below, including asymptotic steepest-descents approximations to the distant (from the line source) field. 

ALTERNATIVE FIELD REPRESENTATIONS: 
The real-axis integration path C in Fig. 2 can be deformed in various ways to obtain alternative field 
representations. Of particular interest is the distant radiation field, for which asymptotic techniques, 
such as the method of steepest descents, are applicable to approximate the inversion integral in Eq. (1). 

A polar coordinate representation of the field point is defined by (x±x') =rcos6, (z-z) =rsin0 whereö 
is the polar angle measured from the x-axis. For asymptotic evaluation of the cover field, the steepest- 
descents contour SDC is found to depend upon the observation aspect angle as indicated m Fig. 3. 
If 6 is sufficiently small then the SDC crosses both branch cuts twice and its ends both lie on the top 
Riemann sheet. There exists a critical angle 6C, however, beyond which the SDC crosses the k3 

branch cut a third time and the two ends of the SDC lie on different sheets. That angle is found to be 
given by 

(2) e =^-cos1 
c      2 

Asymptotic evaluation of the integral in Eq. (1) consequently depends upon whether that critical angle 
is exceeded. The two possibilities are considered below. 

case no. 1:   8<8C (two ^ branch-cut crossings) 

In this case, the two ends of C and SDC lie on the top sheet so they can be connected along Cm to 
form a closed contour as indicated in Fig. 4. Note that a segment of the SDC, between the two pairs 
of branch cut crossings, lies on the bottom Riemann sheet. The SDC may consequently capture 
surface-wave poles on the top sheet and leaky-wave poles on the bottom sheet, although this is unlikely 
at small aspect angles. The SDC must be deformed about such captured poles, and the contour which 
excludes all such poles is designated as Cp. Cauchy's integral theorem then provides 

£ (-)rfC = 0 - f (■••)</< = L>-)# + L (••■)# (3) 

but it is well known that 
V" (4) i>>* 'CP 

along radial lines as fy-«». The pole residues consequently do not contribute to the distant radiation 
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field. The SDC can also be deformed into the lower half plane and about branch cuts Cw and Cb3, 
as indicated, in Figs. 2 and 4, leading to 

where the pole contribution is neglected. It is concluded that in this case the SDC contribution 
includes the entire proper radiation spectrum. Finally the saddle point approximation to the SDC 
integral provides the well-known result 

case no. 2:   6 >6e (three k3 branch cut crossings) 

In this case, the left side of the SDC lies on the top sheet (of the ^-related Riemann surface) while 
its right side lies on the bottom sheet as indicated in Fig. 5. The right end of the SDC must 
consequently be deformed along C. to cross the CM branch cut a fourth time and pass back to the top 
sheet; it is subsequently deformed about the Cbl cut to remain on the top sheet and connected into the 
left end of the SDC. By Cauchy's theorem 

£ (••■)# = 0   -   f    (-)dH = [r (■■■)<*< <7> 

where pole contributions have been neglected. The SDC integral now represents the incomplete 
radiation field. It includes the Cw component but excludes the Cw component. This implies that the 
SDC contribution is discontinuous at 6 =6C unless the Cb3 contribution vanishes there. 

The two ends of C lie on the top sheet, while the left end of the SDC lies on the top sheet and its right 
end lies on the bottom sheet. C is deformed into the SDC as indicated in Fig. 6. The left ends of C 
and the SDC are connected directly on the top sheet along Cm. The right end of C is deformed alongC„ 
and around Cb3 on the top sheet. Finally Cb3 is crossed to pass to the bottom sheet and connection 

with the SDC is made along Cm. Cauchy's theorem then requires 

/ H« - o => / Hdc = Ini-w + U-w <8> 
1-C+SDC+Cp*Cb3±c„ JC JSDC JCM 

and the complete radiation field is recovered by augmenting the incomplete SDC component with the 
missing CM component. The additive continuous-spectrum component is a lateral wave discussed 
briefly in [6-8] in a different context. Replacing the SDC component by the asymptotic saddle-point 
approximation leads to 

lm*—=^-J»HL ("W (9) 
ü
^0 

which includes the additive continuous-spectrum component. 

The significance of the additive continuous-spectrum component to the reflected field is studied in Figs. 
7 and 8, where the saddle-point contribution (Eyr)^ branch-cut contribution (E^ and the total 
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reflected field Eyr = (E^HE^ are displayed. These numerical results are for a dielectric 
waveguide having tß0=.5 and nt = 1., n2 = 3.2, n3 = 3.0 which supports only the principal surface-wave 

mode and leads to a critical angle of 6C = 19.5". Fig. 7 displays the radial dependence of the field for 

6 = 88°; clearly the branch-cut contribution is negligible except for relatively small r/X0. The angular 
dependence is shown in Fig. 8 for fixed r/X0 and again the branch-cut contribution is negligible except 

for 8-90°. 

CONCLUSIONS: .      . 
The spectral analysis of open-boundary waveguides leads to multiple non-removable branch points m 
the axial Fourier-transform plane. The presence of multiple branch points complicates the asymptotic 
evaluation of the distant radiation field. The SDC crosses all of the associated branch cuts twice but, 
for sufficiently large observation aspect angles, can cross all but the cut associated with the field region 
a third time. This results in one end of the SDC residing on the top Riemann sheet while the other 
end lies on a lower sheet. Connection of the SDC into the original integration path C consequently 
requires deformation of the SDC to cross the cuts a fourth time to return to the top sheet and then pass 
around them to remain on the top sheet before connecting with C. The result is a continuous spectrum 
branch-cut contribution which augments the asymptotic approximation arising from the SDC integra- 
tion These lateral waves are found to decrease more rapidly than the asymptotic contribution with 
distance from the line source. The portion of the SDC which lies on the bottom sheet can capture 
leaky-wave poles while surface-wave poles can be captured on the top sheet. The pole residue terms 
decay exponentially with radial distance from the line source and consequently do not contribute to the 
distant radiation field. Modifications necessary to extend this technique to practical integrated 
waveguiding structures are will be identified. 
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Fig. 5 Appropriate  closure  of SDC  into Q,, 
branch cut when 6>0„. 
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Fig. 7 Radial dependence of saddle-point and 
branch-cut contributions to the reflected 
wave component of the distant radiation 
field in the cover layer of an asymmetric 
planar dielectric waveguide. 

Fig. 8 Angular dependence of saddle-point and 
branch-cut contributions to the reflected 
wave component of the distant radiation 
field in the cover layer of an asymmetric 
planar dielectric waveguide. 
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Abstract 
A universal and efficient iterative scheme for solving eigenproblems is presented. It is based on a func- 
tional analysis approach. Several variants of numerical implementation of the method are proposed. 
The application to the problem of electromagnetic waves propagation in anisotropic waveguides with 
arbitrary transversal inhomogeneity of the permittivity is briefly specified. Several examples of the 
computed mode vector fields in various complex dielectric guiding structures are shown. 

1    Introduction 

The main difficulties of solving eigenproblems of electromagnetic waves propagation are due 
to the following facts: 

- electrodynamical coupling between the magnetic and electric field components of a mode 
in the region of the permittivity variation, 

- energy radiation from an open guiding structure, 
- complicated geometry and profile of the transversal inhomogeneity of the permittivity. 

The mathematical difficulties corresponding to the above physical facts, when one seeks the 
solution in the space of square integrable functions, are the following: 

- nonselfadjointness of the operators constructed from the vectorial equations describing 
propagation and possible nonorthogonality of the eigenfunctions (guided modes), 

- existence of unbounded or nonvanishing at infinity solutions (corresponding to the con- 
tinuous part of the spectrum of the constructed operators), 

- complexity of the boundary conditions and/or of the (variable) coefficients of the equa- 
tions. 

Because of the above difficulties there exist not many full-wave (vectorial) methods which 
can provide satisfactory solution especially for complicated structures. There dominate purely 
numerical methods, mainly the variants of finite difference or of finite element methods [l]-[3] 
(for more complete reference see [4]). The common feature of all these methods is that the 
original differential problem is reduced to numerically solving an algebraic matrix eigenproblem, 
after making more or less arbitrary choice of the discrete and finite subbasis in the function 
space the solution is sought for. Often, the. correspondence between the original differential 
problem and the discretized algebraic one is difficult to be maintained or is even violated. 
Moreover, these methods require a large amount of memory (mainframes) to be effective in 
more complicated cases. 
Here we present the method called Iterative Spectral Decomposition Method (ISDM) [5], [4]. It 
was derived with a help of functional analysis techniques and after investigating spectral prop- 
erties of the suitably defined propagation operator resulting from Maxwell's equations [6], [7]. 
The proposed iterative process is rapidly convergent, has low computer memory requirements 
and has proved to be an efficient and universal tool for the analysis and numerical simulation 
of various dielectric guiding structures. Some examples are mentioned in this short paper. 
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2    Abstract scheme of the ISDM 

Let T be an unbounded, densely denned and closed linear operator in the Hilbert space 
(7Y,(-, -)w), with nonempty discrete spectrum <Jdisc(T) ^ 0. Suppose that T can be de- 
composed 

T = L-F 

in such a way that L is a selfadjoint operator with known spectral properties and the (un- 
bounded) operator F is L-compact, meaning that D(F) D D(L) and V/> ^ o{L) the operator 
F(L - p)~x is compact. 
Under the above conditions, the eigenproblem 

(T-T)U-O,     U<=D(T) 

which can be written equivalently as u = (L - T)~
1
FU if r ^ o'(£'), is solved by the following 

iterative process 
fi„ = (L - r^-i)-1 Fu^x (*) 

Un = Wn ||lfn||7^  > rrc — (-* Un , Wn)% 

This iterative process, called Iterative Spectral Decomposition Method (ISDM), is rapidly 
convergent, has low computer memory requirements and has proved to be superior to many 
large-scale mainframe numerical methods. 
Several variants of numerical implementation of the process are proposed, relatively to the 
accessible means of solving inhomogeneous equation (*) in various physical situations. 

2.1    Variant I (eigenfunction expansion) 

Spectral measure of the operator L is known, e.g. L has compact resolvent and is semibounded; 
the solution un is expanded in the basis of eigenvectors of L (corresponding special functions). 
This variant is called the Iterative Eigenfunction Expansion Method (IEEM). 
The spectrum a(L) = <Jdisc(L) is discrete and the eigenvectors em 

(L-Am)em = 0,      ||eTO||w = l,      m = 1,2,3,... 

form an orthonormal basis in H. In the iterative process we utilize known eigenpairs (em, Am)^=1 

of the operator L: 

m 

Cm — (Am       rn-l)      {Fun-i , em)w, (   ) 

un — 2_jDmem,     Dm — Cm {2_, \Cm\ )        , 
m m 

?n = £ [Xm \Dn
m |2 - (Fun , em)n Dl 

m 

2.2    Variant II (using Fourier transform) 

T is a differential operator in X2(IRn); the action of the operator (L — T)~
X
F is simplified by 

means of the Fourier transform in i2(IR"): 

uA(A) = (27r)-n/2 / n e~iic-xu(x) dx . 
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To this end, for any z G X°°(IRn), let us define the operator: 

L2(\Rn)3u   H+   (zuAy 

z(-»V)u    =    (z(X)uA(X))v 

The operator z(-iV) is well defined and bounded in L2(1Rn).   Since F is L-compact, the 
operator (L - T)~

1
F is compact for r G- <r(L). Hence it is bounded and can be expressed in 

the form: 
(L-T^FU   =   zT{-iV)u = 

=   (zT(X)uA(X))v = flT(-iV)u 

for a function zT = zT(X) G i°°(IRn) of the form determined by the choice of the spectral 
decomposition of T = L - F. We can now perform the iterative process on the Fourier 
transforms of un: 

< = («rn-x (-<VK_0A = zTn_, (A) <_X(A) (*) 

rn   =   (((I-FK)A,<)2 = 

• =   /^Oo-a(A)-/(A))|<(A)|2rfA 

2.3    Variant III (using Green's function) 

T is a differential operator in L2(\Rn); the Green's function of the operators L or (L - T)~
X
F 

is used to solve (*). 
If lT G i2(IRn) n L°°(iRn) or /v G I1^), then the convolution: 

(/TM
A
)

V
 = (27r)-n/2 £ * tt 

exists for u G X2(IR™) and l^(x,y) is the Green's function of L. Then 

(X - T^FU = /T(-tV)Fu = (/r(Fw)A)v 

If we choose the spectral decomposition of T = L — F such that l^(x,y) is known, then the 
equation (*) can be effectively solved as follows: 

ün = (27r)-^ J^ll_1(x-y)Fun.1(y)dy (*) 

Analogously, if the analytical form of z^ can be obtained, then 

un = (2ir)-n/2j^nzl_1(x-y)un_1(y)dy (*) 

3    Application of the ISDM to dielectric waveguides 

3.1    Assumptions about the guiding structure 

Let us consider a waveguide that is: homogeneous along the direction of propagation x$, trans- 
versely inhomogeneous, magnetically isotropic with \i — /J,Q = const, electrically anisotropic 
with the principal axis 03 along £3: 

x = (x!,x2)e \R2 

en    ei2     0 

£(x) =     e2i   €22    0 

.0 0       e33 
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where the dielectric tensor £(x) is hermitian, positively defined and 

eij : [R2 3 x = (xi,x2) —>■ C,   i,j = 1,2,3 

Cij(x) — eci = const for \x\ > Rs. 

3.2    Formulation of the eigenproblem 

Assuming harmonic time dependence e-"^, after expressing all the six vector field components 
of the guided mode by: 

H±    =   [hi(x1,x2),h2(xux2)}e
i^-»t) = 

Maxwell's equations for the waveguide can be reduced to the following eigenproblem: 

(T-ß2)h1 = 0, 

ThL = (L-F)h± = 

V\hL + 

-F 

k2 £22     -Cl2 

_—e2i    £n_ 
fcj. + 

1 
e33 

€22      — fl2 

-621      £ll. 
{V±e33 X (V± X hj_)}  + 

1 

^33 

^33-^22             £l2 

.£21         £33 —en. 
{Vx x (Vi x h±)} 

where V± = [g^, ^],    k2 = wVoCo- 

3.3    Spectral decomposition of T 

Since guided modes are square integrable, we define operator T in the Hilbert space H of square 
integrable complex valued vector functions defined on the cross-sectional plane 1R2 of an open 
waveguide, or on the bounded region (2 denoting the cross-section of a shielded waveguide: 

H = L2(R2) <g> C2        or        H = L2{Ü) ® C2. 

We introduce in H the scalar product: 

(1?, w)H = (vXl , wXl)2 + (vX2 , wX2)2 , 

where for v = [vXl,vX2],w- [wXl,wX7]eTi 

[vx3 , WXJ) 2 = / vXj wXj dx,      j = 1,2 

and O — IR2, or Ö — Q, respectively. 
Decomposing the operator T 

we pick out as the operator L: 

T = L-F, 

L = Vl,        D(L) = D(l)®l2 
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with the domain D(l) such that Laplacian In - Aw is selfadjoint. Hence, we choose 

D(l) = {ue L2(\R2): Au € Z2(IR2)} = H2(\R2) 

for open waveguides, and 

D(l) = {u e Hl{tt): ueC2 down to 0ß, u\aa = 0} 01 

0(0 = {u£ H^ti): tt € C
2 down to Öß, jjL/|8n = o} 

for shielded waveguides with Dirichlet's or Neumann's boundary conditions, respectively. Now 
we define 

D(F) = {u£H:   FueH},      D(T) = D(L). 

We proved in [6] that T is a densely defined, closed operator in H, that D(F) D D(L), and 
that F is I-compact for isotropic structures and i-bounded for anisotropic ones. 
In the numerical implementation of ISDM for open waveguides we discretize the spectrum 
of Laplacian substituting D(l) = #2(IR2) by the domain of Dirichlet Laplacian defined on 
bounded, sufficiently large region P such that the guided mode field together with its derivatives 
is negligible outside P. 

3.4    Features of the numerical implementation of the ISDM 

• Computes mode propagation constants and vector fields of (multi-core, anisotropic, lossy, 
shielded or open) dielectric guiding structures with virtually any cross-section and refractive 
index profile. 

• Compact — requires very little computer storage; runs on IBM/PC with 512K RAM and a 
math-coprocessor. 

• Versatile — shape of the structure and its refractive index profile can easily be modified by 
a user during a computing session. 

• Efficient — mode solution accurate to five digits is obtained after literally seconds of com- 
putation (5-8 iterations) on an IBM/AT platform. 

• Simplicity of the numerical code of the iterative scheme and capability of effective calculation 
of mode vector fields makes the ISDM a powerful tool for numerical simulation, thorough 
analysis and design of complex dielectric guiding structures. 

Numerical cost (variant IEEM; measured) 

COMPUTER 

STORE 

A MATRIX METHOD (CMM, GM) 

IEEM 

75 100 125 150 

NUMBER OF BASIS FUNCTIONS 
50 75 100 125 150 

NUMBER OF BASIS FUNCTIONS 
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3.5    Problems already solved by the ISDM 

The method (variant IEEM) has been successfully applied to the analysis of the following 
dielectric guiding structures: 

• power profile elliptical fibers with large ellipticity (polarization maintaining fibers); 
• anisotropic dielectric waveguides (truly single mode fibers) 
• asymmetric double-core waveguides (analysis of wavelength selective coupling) 
• multi-core fibers with non-identical cores 
• open waveguides with a large core-cladding refractive index difference (complex modes 

in open lossless dielectric waveguides) 
• optical fibers with a lossy core or/and cladding 
• birefringent structures with lossy intrusions (dichroic polarizers) 
• optical monomode fiber couplers with lossy separating layer of arbitrary refractive index 

(operating as switches or sensors) 
• polarization selective couplers (polarizers and polarization beamsplitters) 
• rectangular shielded waveguides loaded with dielectric slabs 

4    Selected examples of computed mode fields 

4.1    Complex mode in a lossless waveguide 

The possibility of existence of complex modes with decaying at infinity fields in lossless isotropic 
and inhomogeneously filled dielectric waveguides follows from nonselfadjointness of the oper- 
ator corresponding to the propagation eigenproblem. Nonselfadjointness is a consequence of 
inhomogeneity of the permittivity in the waveguide cross-section. In the regions of permit- 
tivity variation the coupling of the electric and magnetic field components of hybrid modes 
takes place. At low frequencies, in structures with a large core-cladding index difference this 
coupling can cause the hybrid mode to become complex [7]. 
Below, the example of complex EHn mode is shown, namely the transversal field components 
.Hj., Ei_ and the distribution of the energy flow (Re{(E x H) ■ x3}) in the cross-sectional plane 
of the waveguide at the normalized frequency V = 3.0. 

r-l-0.091.-0.3tei  V-3.00 0=30.0000 

^J^ -fr -* •* ■* 

•♦-*-►•» »' äV^^ -^ -^ -<> -* + 

-l>  4   ■>   r»    *-.-   J{&-^-^ -t> -t> -1> 4 

:•+'■* + -»  +   » -fe-fr -fr -fc -t> -i> + 

Re C ExH» 3|| 

4.2    Fiber coupler with a separating layer 

The monomode fiber coupler with a separating layer of arbitrary refractive index and geometry 
shown below has been analyzed in terms of global in the cross-sectional plane, vectorial modes. 
The coupler is treated as a triple-core structure that is locally homogeneous along the direction 
of propagation. The global transversal modes contain full information about coupling and 
attenuation of the fields in each cross-section of the coupler. 
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The layer can drain some energy from the fibers (a different quantity for each polarization 
state), especially when the refractive index of the layer and of the fiber core are more nearly 
the same. The hj_ field component of the mode that is responsible for the energy transfer to 
the layer is shown below. 
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Here we also present the result of the severe, energetical test - computed (continuous curve) and 
measured (triangle-dotted curve) transmission coefficient T of the coupler versus the refractive 
index nw of the layer. 

4.3    Multicore fiber with non-identical cores 

In such guiding structures the wavelength selective coupling may occur. An example of the 
mode power density distribution (the real part of the longitudinal component of the Poynting's 
vector) over the cross-section of a multi-core fiber for different normalized frequencies V is 
shown below. 

«iV 

5    Conclusions 

The effectiveness and versatility of the ISDM are the benefits from applying functional analysis 
techniques. The method has been successfully applied to a wide class of dielectric guiding 
structures. The ISDM turned out to be particularly useful as a tool for numerical simulation, 
thorough modal analysis and design of waveguides with complicated geometry and of various 
opto-electronic devices including couplers, switches, sensors and resonators. 
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1. Introduction 
It is known that optical characteristics of diffusive system (OCOS) are related to the 

particle size distribution function (PSDF) f(a) (a is the particle radius) by a linear integral 
equation of the first kind. The equation usually has the following form: 

S(x)=Jo<x,ay(a)da, (1) 

where S(x) is an experimental OCDS; s(x,a) is the same characteristic related to a single 
particle. The essence of the problem of inverting lightscattering data into PSDF is to 
determine fi» from a given kernel s(x,a) of Eq. (1) and from an experimental S(x) obtained 
with an error DS(x) (including computational errors) 

S(x)=SÖ5± AS(x) (2) 

The quantity |AS(x)| determines the number of Fourier harmonics that can be retrieved by 

inverting Eq. (1). The harmonics of frequencies co > co0, where m0 is some limiting frequency, 

just disappear in measurement noises of the function S(x). The frequency as0 is determined 

from the following formula (see [1]): 

AS = fs(x,a>i<vda. (3) 

«( IASH • 
The requirement for measurement and calculation error to be small 11] «1,   r\- ——j is, 

however, not enough to construct a stable solution to Eq. (1). This is obvious from the 
following. 

The simplest method of solving (1) is to transform it into a system of linear algebraic 
equations of the following form: 

alkxk=yt. (4) 

This method is, however, unsuccessful as a rule, because the systems obtained in such a 
manner turn out to be ill-conditioned. 

The reason has to do with peculiarities of some integral equations of the first kind; these 
equations are ill-defined, that is to say, they are very sensitive to the choice of linearization 
points, and to measurement and computation errors. In order to solve the problem, one has to 
"regularize" it. The regularization amounts to invoking additional information about properties 
of the sought-for solution to Eq. (1). This additional information makes the problem stable. 
Strictly speaking, by invoking additional information, one changes one problem for another. It 
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is important for the substitution not to lead us too far away from our original goal. In other 
words, solutions to the regularized system should be close to the solutions of the initial 
_u..„:—i uu~   TU« ram,UAv»+'i™ Vioc tn Mn n« to opt rid of computational instability ot 

the problem without changing its physical essence. 
The simplest regularization method is to assume that the sought-for PSDF belongs to a 

certain family of functions. The parameters of the distribution are chosen so that the system 
(4) is satisfied. Let us denote the frequencies (or scattering angles) at which the function Sis 
measured as yt. We denote the sought-for parameters of our family of functions as vk. In this 

case, the determination of the parametersvk. of the family reduces to solving the following set 

of equations'. 
Sfo,vk)=C„ i-lA-n. (5) 

The number n of equations must be no fewer than the number k of the parameters in the 
sought-for family. In spite of seeming simplicity, the system (5) is, as a rule, also poorly 
conditioned, so the method does not help much in constructing solutions to Eq. (1). 

The principal idea of the method suggested here is to accept n»k. This means that we 
will deal with significantly overdefmed systems. This will make it possible to improve 
essentially the determination accuracy of the parameters^. This idea is similar to the method 

of least squares. Recall that the error As of the mean over n measurements is equal to 

Vn(n-1)) 

and so it is smaller than the error of a single measurement A*0 approximately by a factor of n. 

2. An example of appreciation of the method suggested. 
One of the examples of method applications is discussed in [2]. According to recent 

experimental data, the function fi» can be represented as a sum of two components: fine and 
large ones Each component has a lognormal distribution that can be described by three 
parameters: the particle concentration density n, (cm V), the distribution mode 
ri(um), and the distribution variance $ (i=l, 2 for the fine and large components respectively). 

It is more common to use two other parameters instead of ni and n2: N=ni+n2, and c =     , 
"2 

where N is the total particle concentration density, and c is the ratio of concentrations of the 
fine and large components. In [2], the authors fix N and c and examine the sensitivity of 
aerosol two-component models to variations of the remaining four parameters r; and *. Using 
different values of n and * and Eq. (1), it is possible to obtain an unlimited number of two- 
component models. In order to limit this number, certain intervals for r, and * and for the 
quantization step are set. The limits of mode radius variations are set basing on data in [3]. 
For n this interval is Ar. = 0.02 - 0.06um; for r2 it is ar2=0.15-0.75um. 

It is commonly assumed in aerosol models that the value of standard deviation $ is 
approximately equal to 0.3. This value is taken for setting intervals for Si. It is presumed that 
Si varies from approximately 50% to 200% of the magnitude. As a result, the interval for Si can 

be specified as Ds;=0.15-0.55; for s2, Ds2=0.1-0.7. 
The possibility of retrieving fl» from the spectral attenuation oft) is considered in [2]. 

The spectral attenuation o/particle was calculated by the Mie formulas for 77 wavelengths that 
were spaced evenly throughout the extended visible range from 0.3 to 1.06um. It was 
assumed when doing this that the complex refractive index mft) of the fine component 
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coincided with that of the rural component in [3], whereas m(k) of the large component was 
identical to that of the oceanic component in the same work. The data for m were taken for a 
relative humiditv of 70%. 

For each component, 25 values of r! and 27 values of $ were used in such a manner that 
they were spaced evenly throughout their intervals. Matrices of 25 x 27 elements were 
constructed in this way for the spectral attenuation a(K) for each of 77 wavelengths X 
[distributed evenly throughout the 0.3-1.06um range]. As a result, 675 models for each 
component were obtained for 77 wavelengths. These data arrays of 0 constituted the basis for 
a further analysis. 

In order to identify aerosol models satisfying optical data, two optical characteristics were 
chosen: the Angstrom parameter a and the attenuation Oo/particle at X=0.55um. These two 
parameters can fully describe the curve of spectral attenuation in the visible range. 

The aerosol models were compared with experimental data for <r0 and a. It was assumed, 
in accordance with numerous publications, that the aerosol optical thickness x0 of the marine 
atmosphere in clean oceanic regions varies between 0.07 and 0.09; the value of the Angstrom 
parameter a for the same conditions can change from 0.4 to 0.8. 

As a result, it was taken for a (0.550) and a to satisfy the following inequalities (see [2] for 
more details): 

0.9 x lOicm'W < o <1.1 x lO-WW, (7) 
0.3<cc<0.5 

Using these inequalities, the authors of [2] calculated the basic optical characteristics of the 
above-described 675 x 675 two-component models. From this set, the models were selected 
whose Co (0.55) and oc satisfy the inequalities (7). At a chosen step of quantization, the 
number of such models amounted to 5292. 

Next, particle size distributions for each model were calculated, and the maximum and 
minimal values of each distribution were determined for every particle size. It turned out that 
individual distributions differ between themselves quite significantly, which corresponds to the 
range of natural variability of the basic optical characteristics. For some intervals of particle 
radii, distributions differ by orders of magnitude. However, all the selected models were found 
to be close to each other within the 0.02-1 .Oum particle radius interval. This interval (optically 
active interval) is responsible for 93% of attenuation in the visible range: 

The mean particle size distribution for the active interval was constructed. The relative 
mean-square error of this distribution grows with the particle radius; for particles of radii of 
0.02-0.2um, the error does not exceed 20%; for the 0.2-lum radius range, it is no higher than 
40%; it gradually grows from 40% to 95% as the particle radius changes from 1 to 3\im. 
These results make it possible to estimate the retrieval accuracy of the aerosol particle size 
distribution from an optical data set at different particle size intervals. 

It follows that by specifying the interval of basic optical characteristics, one can determine 
with the above-stated accuracy, an optically active and quite stable are of PSDF. It should be 
noted that data on the spectral attenuation alone measured in a limited spectral range is not 
enough to determine PSDF over the entire particle size interval, because differently-sized 
particles affect the radiative transmittance differently. So, small particles, numerous as they 
are, possess weak extinction properties, whereas large particles are strong attenuators, 
although they are few. 
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3. Conclusions 
The information content of data for the spectral attenuation o at A,=0.55um and for the 

Angstrom parameter a in the visible range for the marine atmosphere was examined for the use 
in the reconstruction of the aerosol particle size spectrum. The particle size distribution curve 
was parameterized by a sum of two log-normal distributions, which means that it contained six 
unknown parameters to be determined from the two measured characteristics. Some 
parameters were fixed at their typical values in order to diminish the uncertainty of the 
problem. In the example illustrating the procedure, the total particle concentration and the 
fraction of the fine and large component were fixed. The number of members of the ensemble 
was great, because the answer was ambiguous. It is remarkable, however, that in the active 
particle interval, different members of the ensemble have close distribution curves, so it is 
natural to accept an average curve as a solution to the problem. In spite of the small body of 
initial information, the accuracy of the procedure was quite reasonable. It can also be seen 
how the error grows with the particle radius. 

The most important for the method is a correct choice of the initial function in Eq. (1) and 
of the interval of parameter values. One can expect, for example, that by applying the 
described procedure directly to some nonaverage atmospheric conditions (such as storms and 
fogs), one would obtain much worse results. For these conditions, one could possibly vary 
both the initial formula in Eq. (1) and, more importantly, the intervals of the parameter 
variability. 
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Time-domain solvers versus analytical regularisation in the integral-equation 
analysis of canonical scatterers. 

P.D. Smith Department of Mathematics. University of Dundee. Dundee DD1 .{——, Scotland, UK 

Introduction. 
In the analysis and measurement of electromagnetic systems, much emphasis has been placed on their 
characterisation in the frequency domain. Although this is entirely appropriate for those systems 
which are narrow band, an increasing number of practical systems are wideband or ultrawideband 
(UWB), spanning several octaves of frequency in operation. The advances in UWB pulsed source 
performance over the last decade have given rise to several novel applications, including UWB radar 
[1], ground penetrating radar [2], and ultrawideband synthetic aperture radar [3]. Current source 
technology, providing pulsed waveform risetimes of the order of 100 picoseconds, is reviewed in [4], 
whilst other faster rise time applications, albeit of lower power, are reviewed in [5]. The book [6] 
reviews present approaches to UWB studies. 

Ultrawideband radar requires the faithful radiation, and reception, of a temporally compact, ultrawide- 
band pulse of some pre-determined waveform, coupled with analysis of the target scattered signature, 
both in the early time and the late time. In the early time, scattering by features such as edges is 
important, whereas the later time response is predominantly of a damped, oscillatory nature which 
can be described in terms of the so called "complex resonances" or "poles" of the Singularity Expan- 
sion Method [7]. These later time features may be strongly pronounced for structures with cavities, 
especially if the Q factor of the cavity is high, so that one or more oscillation has relatively long dura- 
tion. Determination of the corresponding poles has been explored as the basis of target identification 
algorithms [6]. 

In other areas as diverse as personal communications and satellite communications, attempts to cir- 
cumvent various physical constraints, such as antenna size, have lead to the increasing deployment 
of wideband antennas in the form of multiband antennas. A novel antenna is the fractal antenna re- 
cently examined in [8]. Electromagnetic intereference (EMI) and electromagnetic compatability(EMC) 
continue to grow in importance as the operating frequency of devices increases and the spectrum be- 
comes increasingly crowded. Wideband antennas are central in the effective location and assessment 
of sources of EMI, and in the determination of both in-band and out-of-band responses of radiating 
devices. 

Time domain techniques are especially attractive to the wideband community. The impulse response 
of a radiator or scatterer theoretically contains the complete frequency spectral response; in practice, 
the finite risetime of sources and measurement systems restricts attention to the smoothed impulse 
response stimulated by a transient pulse of short duration (such as the "Gaussian" pulse), which 
then provides (via a Fourier transform) a wideband system response, up to a maximal frequency 
inversely proportional to the pulse duration. For these reasons, numerical simulations often calculate 
a smoothed impulse response to assess the corresponding finite bandwidth response. 

Whether it is obtained directly (by measurement or simulation), or by transformation of frequency 
domain data, the time domain response of a scatterer, to transient incident illumination, has a direct 
physical interpretation, which is invaluable in discerning such features such as the specular return, 
creeping wave phenomena, and cavity resonances. 

Let us consider the available analytical and numerical techniques for obtaining the time domain 
response, and, by implication, the wideband frequency response, of a scatterer. 
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Analytical and Numerical Time Domain Techniques. 
Analytical techniques find their greatest success on narrowly restricted classes of problems Examples 
include the Mie series solution of scattering by a sphere (and other such "separation of variables 
solutions for canonical scatterers), low frequency (Rayleigh) scattering, and canonical problems sora^e 
by the Wiener-Hopf technique [9]. Techniques applicable to wide classes of scatterers are invariably 
numerical At high frequency, ray techniques, such as the geometrical theory of diffraction (GTD) and 
its extensions [10], can provide good approximations for relatively large scatterers For the smaUer 
and intermediate wavelength regime, integral equation approaches have been successfully used for the 
numerical calculation of electromagnetic wave interaction with scatterers, both m the time domain 
fill and the frequency domain [12]. We will briefly describe how integral equation methods can be 
efficiently exploited to obtain scattering signatures across a broad band of frequencies, particularly 
focussing on the time domain form. The scope and advantages of frequency domain techniques are 
well explored in [12]. In this regime, other possible approaches include finite difference time domain 
(FDTD) schemes [13] and finite element methods(FEM), resulting from the direct discretisation of 
Maxwell's equations. Of course, none of these techniques exists in isolation, and various hybrid 
schemes, combining analytical approximations and numerical attacks, have been devised. A discussion 

of these issues is in [14, 15]. 

Between the extremes of purely analytical and purely numerical techniques lies the Method of Reg- 
ularisation (MoR) This (frequency domain) method is based upon exact inversion of a singular part 
of the original equation, which is often identifiable as a "static" part. In the process a system of first 
kind equations is converted to a set of second kind equations, enjoying various beneficial properties 
such as guaranteed rates of convergence; the resultant system of equations can be solved vastly more 
efficiently than with the general purpose numerical schemes mentioned above. It is perhaps the only 
available method, of some limited generality, that is capable of providing a truly wideband response 
for a restricted class of scatterers, spanning the frequency range from quasi-static to quasi-optical. 
This method works well when scattering problems are posed as mixed boundary value problems m 
coordinate systems in which the scattering surfaces form portions of level surfaces (in which one coor- 
dinate is held constant). Usually the scattering problem is formulated in terms of the eigenfunctions 
associated with separation of variables for the Helmholtz equation giving rise to dual or triple series 
equations although the basic idea can be applied to the first kind integral equations arising for these 
problems '[16] The class of scatterers to which the method applies includes objects of some com- 
plexity with edges and cavities, and is therefore extremely valuable in providing rigorous solutions to 
"benchmark" scattering problems for testing more general purpose numerical codes. Indeed complex 
scatterers remain the ultimate challenge for electromagnetic signature characterisation [17]. 

In the next section we consider time domain integral equation. If the incident field is taken to be a 
Gaussian pulse (i.e. a smoothed impulse), the smoothed impulse response can be calculated. Alter a 
Fourier transform the bistatic response as a function of frequency is obtained; the highest frequency 
in this broadband response is dictated solely by the effective frequency content of the pulse Although 
a frequency domain integral equation approach might be considered for such broadband calculations, 
the time domain approach is often more efficient. The computational complexity grows substantially 
as the surface area (in square wavelengths) of the scatterer increases, so that whilst the integral 
equation approach is formally correct for all frequencies, it is of practical use only for scatterers up 
to several wavelengths in linear dimensions. (The computational complexity of differential equation 
methods is determined by the volume (in cubic wavelengths) of the truncated free space grid m 
which the scatterer resides.) The time domain integral equation approach and other resonance 
regime methods therefore complement high frequency methods. As well as accurately determining the 
response at longer wavelengths, it enables one to determine the scattered response m the transition 
regime where the accuracy of results obtained by GTD and other methods is less certain. 
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Time Domain Integral Equation Methods. 
In free space, an incident electromagnetic field £?,#* induces currents J and charges^ onjhe surface 
S of a perfectly conducting object. In turn these set up a Maxwellian scattered field Es, Hs satisfying 

A standard approach expresses the fields in terms of a scalar potential <f> and a vector potential A via 

r = A|-
1VxI,F = ~-V^ (2) 

where, in the Lorentz gauge, the potentials may be constrained so that 

V.A+e/J|=0 (3) 

This choice is convenient because individual components of A and <f> satisfy the scalar wave equation. 
A continuity equation connects the surface currents and charges 

^(r,t) + Vs.J(r,t) = 0, (4) 

where V5 is the surface divergence on 5. The potentials are then given by: 

^,t) =    1   / ^ldS',A(f,0 = f / j™& , (5) YK ' '        A-K€Js\f-f'\ AirJs\r-r'\ 

where r = t- \f- r'\/c is retarded time, and c is the speed of light. The electric field integral equation 

(EFIE) arises by setting the electric field component tangential to S, (E1 + Es)tan, to zero: 

El(r,t)tan = 
dA Un 

V<Mr,t) +  -^(r,t) (6) 

This holds at every point of the surface S and is valid for surfaces, open or closed. It is worth noting 
that the Sommerfeld radiation condition is automatically satisfied. The equations (4), (5), (6) are 
central to our numerical scattering calculations. As explained in [11], a choice of basis functions can 
be defined on a triangular mesh which approximates a dissection of the arbitrary scattering surface 
5, and utilises the equations so that present current and charge values are calculable in terms of 
previous values. This principle can be easily explained by considering the related magnetic field 
integral equation (MFIE), which is valid only for closed surfaces (without apertures or edges); it is 
derived (see [18]) by examining the components of the magnetic field tangential to the surface (that 
is, n x ~H = 7), obtained from the curl of the vector potential, and has the form 

\j(r,t)-nx^js(7(f,r)+l^p^,T))x(Vx¥^Vl)dS' = »xf (7) 

It is now transparent that the value of the surface current, at a particular point r on the surface and 
at present time *, is formed from a (weighted) sum of surface currents at every other point on the 
surface, but taken at times earlier than t : specifically the contribution from point r' is retarded by 
an amount equal to the travel time of light, namely \r - r'|/c. 

This forms the basis for a numerical discretisation scheme, in which the surface S is divided into N 
flat patches SI,...,SN with centroids rj,..., Fjv and unit outward normals n\,.._., n;v._Tlie current 
is assumed constant on each patch. A discrete time step At is chosen, and we set J,-^ = J(Fj, k&t). If 
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the time step is chosen to be less than the minimum travel time of signals between any two centroids, 
and linear interpolation is used to approximate J(fi,t') when t' is not an integral time step value, 
then the discrete solution value Jt-,fc+i is a linear combination of the solution values at earlier time 
steps k£i, (k — l)A2,..., and the exciting held. The self patch contribution 

~ni *hls?v>T)+^^P^^x (v'x f^v\)dS' (8) 

is normally approximated by zero. 

The system is supposed quiescent before the transient pulsed illumination arrives, at, say, time zero: 
~Ji k — 0, k < 0. Subsequently, the discrete surface current values are updated at each time step in 
terms of the values previously calculated by this scheme. Both this scheme, and the more sophisticated 
scheme described in [11] for the EFIE, work well once a stabilising device is employed. Typical results 
based upon the MFIE appear in [19]; a variety of problems arising in the study of wideband antennas 
and their impedance, radar polarimetry and calibration, and scattering problems, including obstacles 
with a surface impedance coating, are described in [11, 20, 21, 22]. 

Time Domain Response of Canonical Scatterers via MoR. 
Canonical problems involving thin perfectly conducting shells are amenable to the frequency domain 
solution technique known as the method of regularisation (MoR) or semi-inversion method. Although 
the shells should coincide with part of one or more coordinate surfaces of spherical or spheroidal or 
other special geometries, within this constraint a wide variety of diffraction problems has been solved, 
including the spherical reflector antenna [23], a sphere with one or two holes [24], a spheroid with one 
or two holes [25], spherical or spheroidal shells enclosing interior shells, and such structures enclosing 
multilayer dielectric shells [26]. 

Consider the wave diffracted by a thin, perfectly conducting, spheroidal shell, which possesses two 
symmetrically placed circular holes to form a hollow spheroidal cylinder, in which the axially aligned 
source is a vertically polarised electric dipole. A rigorous formulation of Maxwell's equations with 
boundary and edge conditions, produces a triple series set of equations of the first kind [25]. The MoR 
technique analytically transforms the set, via a form of Abel's integral equation, to an infinite matrix 
equation of the second kind. The Fredholm nature of the equation so obtained ensures the existence 
of a unique solution. The numerical solution algorithm is always stable, and converges to the exact 
solution with increasing truncation numbers. For practical accuracy, a matrix of the order slightly 
greater than the electrical size of spheroid should be solved. Two noteworthy advantages gained by this 
approach are great reductions in computational complexity (compared to the more general methods 
described above) as well as reliable quantification of edge scattering and cavity effects. 

The frequency dependence of radiation patterns was computed in the resonance range 0 < kb < 20 (b 
denoting the semi-major axis of the spheroid and k the wave number) for spheroidal shells with axial 
ratios in the range 0.1 < q < 0.999 that corresponds to changing the form from practically cylindrical 
to spherical. It is instructive to examine, via an inverse Fourier transform, the time domain response 
of such cavities to a finite duration pulse: it is convenient to employ the Gaussian time dependence 
exp(-6j(ci/27r6)2), whose duration depends the dimensionless parameter b\. The radiated response 
for a closed sphere at 10° off axis is shown in figure la, in which the incident pulse is initially visible, 
followed quickly by the specular return, then the creeping wave response followed by very small 
amplitude late time oscillations. New electromagnetic features appear when the closed sphere is 
opened up as a cavity, most notably the occurrence of lightly damped (high Q) oscillations which 
are identifiable as internal cavity oscillations whose frequency is slightly shifted from the frequencies 
at which the closed spherical cavity would oscillate. In the frequency domain response these appear 
precisely as near resonant features. Two such oscillations are visible in figure lb (note the incident 
pulse is broader). 
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These results were compared with those obtained by the time domain EFIE code discussed above. 
For the closed structure, the results are in good agreement ; for the unclosed structure the cavity 
oscillation frequencies (obtained by Fourier analysis) are correctly predicted but are more strongly 
damped. The accurate prediction of the cavity Q factor is thus perhaps the most demanding test of 
a general purpose time domain numerical code. On the other hand, care must be taken in frequency 
domain calculations to resolve such features adequately as a function of frequency, otherwise acausal 
features will appear in the transformed time domain response. 

Sphäre radius a, dlpole location 1.5a 
Spher* radius a, with two holes of angle 60 =30 

c t / (2 it a) 

Figure 1: Radiated field at 10° off-axis for the closed sphere (a) and the spherical cavity (b). 

Conclusion. 
Our understanding of diffraction phenomena is enhanced by examining both time and frequency 
domain aspects, particularly when complex scatterers, incorporating edges and cavities, are involved. 
Some features such as high Q resonances are better perceived in the frequency domain, whilst other 
broadband features such as specular returns and creeping waves appear more clearly in the time 
domain. This article discussed the relative merits of several low and high frequency general purpose 
techniques, concentrating upon time domain integral equation techniques. The validity of codes based 
upon these techniques can be established by comparison with rigorous solution techniques for classes 
of canonical problems, such as spheroidal shells, which include the required features of interest (such 
as cavities). In this context the method of regularisation herein discussed is particularly useful. More 
results will be presented at the Symposium. 
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Galerkin methods in solving integral equations with 
applications to scattering problems 
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Abstract 
The Galerkin methods of obtaining approximate solutions of integral equations and their applications to 

problems of scattering of electromagnetic and surface water waves are examined . Two typical problems, one 

occurring in electromagnetic wave propagation and the other in the propagation of two dimensional surface 

water waves, are taken up as illustrative examples of the methods. 

1. Introduction 

Varieties of mixed boundary value problems (see Sneddon [6]), of Mathematical Physics 
are solved by first reducing them to those of solving integral equations of various types and 
forms. It is only in some specially simple situations that exact closed form solutions of the 
integral equations can be determined completely, and, in the cases of integral equations with 
complicated looking kernels or otherwise, only approximate solutions of certain types can 
be worked out successfully. Of all such approximate methods for solving integral equations, 
the Galerkin methods (see Jones [4], Evans and Morris [2],[3], Banerjea and Mandal [1], 
Mandal and Das [5], and others) appear to be extremely powerful, in the sense that certain 
practical results of high accuracy can be recovered with appropriate choice of certain sets of 
independent functions, to be described in section 2 of the present paper. 

After explaining the major mathematical ideas behind the Galerkin methods in section 2, 
we have taken up in section 3, two different mathematical problems of scattering, occurring 
in Electromagnetic theory and in the theory of water waves respectively, and have reduced 
each of these problems to those of solving two integral equations of first kind, with two 
different kernels. In section 4, we have presented the approximate solutions of the integral 
equations formulated in section 3, by employing just one term Galerkin approximations and 
in section 5, we have derived approximate results for certain special quantities of practical 
interest for both the problems considered in section 3. 

2. The major Mathematical ideas 

In many practical situations, like the ones considered in the present work, the principal 
mathematical problems turn out to be those of solving some linear operator equations (linear 
integral equations, for the problems considered here) of the type 

(Lf)(x) = l(x),xeA, (2.1) 

where L is a linear operator from a certain inner product space S to itself and A C M (can 
be JRn, in general), where / and I are real valued functions. It may also be required (as in 
the problems considered here) to determine the inner product : 

[l,f] = [fj}:= I' f(x)l(x)dx, (2.2) 
JA 
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Whenever the mathematical problems at hand are expressible in the forms of the two relations 
(2.1) and (2.2) we can resolve them, approximately, by utilizing the following senses and 

lucao 
Definition: A real valued function F(x) G S is said to solve the equation (2.1), approximately, 

if and only if .   n. 
[LF,\} = lKLF}n[\l], (2-3) 

where the symbol « means "approximately equal to" and we shall write:    / « F, in the 

sense that 
[L/,A]w[LF,A], (2-4) 

for all X(x) e S. 

Then, using the approximate solution F of the equation (2.1), we can derive an approx- 
imate value of the inner product [/, I], as given by the relation (2.2), in the form: 

lf,l}*[F,l]. (2-5) 

In the Galerkin methods which can be successfully utilized for many problems (especially 
for the problems considered here), we express the approximate solution F(x) , in the form: 

F(aO = £>&(*), (2-6) 

where {^(rc)}^=1 denotes a set of n linearly independent functions (not necessarily orthog- 
onal) in S and c/s are n constants to be determined, as desired below. 

Using the relation (2.6) in the relation (2.3), after choosing A(ar) = fa{x), for a fixed 
k (1 < k < n), we obtain the following set of approximate linear relations 

i=i 

Treating the above approximate relations (2.7) as a set of n linear equations, we can de- 
termine the constants c/s (j = 1,2, • • •, n) and then the determination of the approximate 
solution F(x), can be completed by using the relation (2.6). 

Also, the approximate evaluation of the inner product [/, I] can be completed and we 

obtain n 

[/,*]«£*']• (2-8) 

As an example, by taking n = \ only, we obtain 

'w-'w-iSäi*«-       v^i&r       (2-9) 

It is obvious from the above discussion that varieties of Galerkin methods can be developed 

by varying </>/s and n. 
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The methods for which n = 1 are called (see Evans and Morris [2,3]) "single-term" 
methods, whereas for values of n > 1 the corresponding methods are referred to as "multi- 

.       „        ,i     i    (       Tj ■ _ J iv/r J„I  hi „„J A+UO^\    Tvx +V.Q -rjT-poonf -work we shall term   methods (see oancijea aim ivi«im<u ^j <UIQ uwaCj.oy.   *x* ^^ i"vUv,.v „^^ w~ ^— 

concentrate only on "single-term" Galerkin approximations. 

We shall now make the following observations: 

We have 

(i) [F,LF]*[F,l], (it) [f,l} = [lj] = [l,f} + [l,f-n 
(iii) [I, f - F] » [Lf, /] - 2[LF, F] + [F,LF], (by using («)) 
(to)    [/ - F, L(/ - F)] « [L/, /] - 2[LF, F] + [F, LF]. 

By using the results (iii) and (iv) we find that 

[*,/-F]«[/-F,L(/-F)], (21°) 

and then one of the following two cases hold good. 

Case (a): If L is a positive semi-definite linear operator, i.e. if [h, Lh] > 0, for all h G S, 

then 

and 
Case (b): If L is a negative semi-definite linear operator, i.e. if [h, Lh) < 0, for all h G S, 

then 
[1,F]>[IJ]. (2-12) 

The above results (2.11) and (2.12) imply that the "approximate" value [l,F], computed 
with the aid of the "approximate" solution F of the equation (2.1), provides a lower bound 
for the actual quantity [I, f] in Case (a) whereas [I, F] will provide an upper bound for [I, f) 

in Case (b). 

The above observations clearly help in obtaining estimates of the quantity [I, f] in many 
practical problems, and in sections 4 and 5 we have demonstrated the applications of these 
ideas to the two problems of scattering, considered in section 3. 

3. Two mathematical problems of scattering theory 

Problem 1: 
A problem occurring in Scattering of Electromagnetic Waves (See Jones [4]) 

To solve 

^ + ^ + ^ + A;V = 0, (Ar>0), for - oo < z < oo, 0 < x < a, 0<y<b,    (3.1) 
dx2     dy2     dz2 

with - < k, such that 

(j)      <f> = 0, on x = 0 and x = a,    (it)    3- = °> on V = ° andy z=b 

/7rx\ 
[e-^ + He"™) sin 

(iii)      <f> 
(e-»** + ReiXz) sin ( — ) , as z —► -oo, A > 0 (a known constant) 

Te~iXz sin ( — ), as z —► oo, A > 0 (a known constant) 
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(iv) 

(Note that R and T are unknown complex constants to be determined). 

(A) ^ = 0. on 2 = 0*. for d<y<b,0<x< a, 
%   '    dz       ' 

(B) <j>\z^+ = <!>\z^-,ioi0<y<d,0<x<a, 

(C) dz 2=0+ dz 
for 0 < y < d, 0 < x < a, 

2=0" 

along with the edge condition that V0 possesses a square-root singularity at the edge y - d. 

Note: The forms of cj> as given by (Hi), suggest that 

.A._£+i.-o-** = (*•-£)><>, 
along with the equation (2.1). 

Reduction to two integral equations. 

Setting ,^x^ 
4>(x,y,z) = ^{y,z) sin ^—J, 

with 

i/>fa z)   =   e-iK°z - f) ane-iK^ Sgn(^) cos (^j, (Sgn(*) = ±1, 
n=0 

according as 2 > 0 or z < 0), 

(3.2) 

(3.3) 

with 2^2 

Kn —      2/^n,   ßn 
rrit 

HF 
A2 j > 0, (assumed), and K0 = A, (3.4) 

where a0 = Ä = (1 - T) and an's (w > 1) are unknown constants, we find that all the 
conditions of the probleml are met with, except the two conditions (A) and (B) of (iv), which 
lead to the following DUAL SERIES RELATIONS, for the determination of the constants 

(3.5) 

and 

VonCosf^Uo, {ovQ<y<d, 

- Ko + £ *nan cos (^) = 0, for d < y < b. (3.6) 

These dual relations can be easily reduced to two integral equations, in the following manner: 

Firstly, setting the left side of the relation (3.6) as equal to -<W><?(?/), and noting that 

g(y) = 0, for d < y < b, we can easily determine the Fourier coefficients, in terms of g(y) 

and then the relation (3.5) easily gives rise to the integral equation: 

(3.7) [dK(y,t)g(t)dt = ±, (0<y<d), 
Jo Ko 
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with 

K(y, t) := £ fi-1 cos C^) cos (^] 
n=l \   -    / v   -   ' 

We also find that a quantity H can be defined as : 

83 

(3.8) 

(3.9) 

IKo 
As a second approach, setting the left side of the relation (3.5), as equal to —— (1 - 

a0)bgi{y), and noting that gi(y) = 0, for 0 < y < d, we can again determine the Fourier 
coefficients easily in terms of g^{y) and then the relation (3.6) gives rise to the following 
integral equation: 

1 + f Kx{y, t)9l{t)dt = 0, (d < y < b), (3.10) 
Jd 

with 

We also find that 

KM ■= «'tage-» cos (=p) cos (Tf). 

1 
H 

2iao 

1 -ao 
= «o/  9\{t)dt. 

Jd 

(3.11) 

(3.12) 

We have thus reduced the problem 1 to that of solving either of the integral equations 
(3.7) and (3.10), along with either of the two relations (3.9) and (3.12), respectively, which 
determines an "important" quantity H. It should be emphasized that knowing either g(y) 
or gi(y), the problem 1 can be solved completely. However, the kernels K and Kx are 
complicated and hence, we will adopt approximate methods (Galerkin methods) as explained 
in section 4. We also make the observations that the functions g, g^ and the constant H are 
real, since the functions K and K\ are so. 

Problem 2: 
A Problem occurring in Scattering of Surface Water Waves, 
(see Evans and Morris [2]) 

To solve 

such that 

Ü) 

(ii) 

d2<f>   d24>   &<j>   n , „        ^   ^ 
dx* + IT* + ä? = - oo < rr < oo, y > 0, -co < z < oo, 

dcj) 

(3.13) 

K<j> + 
dy 

0, on y = 0 and — oo < x < oo, 

•oo < z < oo, (K > 0, a known constant) 

(A)   |^ = 0, onand0<y<a,     (B)    ^ 

k (o) <^L=o+ = ^Lo- •for y >a 
5=0+ 

dx 
for y > a, 

X=Q- 
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■       e-Ky+ipz(e-imx + j^«™^  as x  ► oo, 
Te-Ky+ipze-imx^   ag x  > ^ 

{Hi)      <j>-^\     whevep = Ksm(a),m = Kcos(a),(0<a<z) 
(R and T are unknown complex constants to be determined). 

(iv)      <f>,\/4> —► °> as V —" °° 

along with the edge conditions that \J<f> possesses a square root singularity at the edge y = a, 

ensuring uniqueness of the solution of the problem. 

Reduction to integral equations 

Setting /o i *\ 
4>{x,y,z)=rl>(x,y)<*", (3-14) 

with 

„x.  ,,      /■<*> &(Jb)Sgn(a:)(fc cos(A;y) - Kem{ky))e-hlW JU 

i>(x,y) = e + RSga{x)e + Jß Mtf + K?) 
(3.15) 

where h = (k2 + p2)* and R = (1 - T) and 6(fc) are unknowns, we find that all the 
conditions of the problem are satisfied, except the conditions (A) and (C) of (ii), giving rise 
to the following "DUAL INTEGRAL EQUATIONS" for the determination of the function 

&(*): 

_ rco b(k)(kcos(ky)-Ksm(ky))dh + .^ _ 1)e_Xy = 0j (0 < y < fl), (3.16) 

Jo A;2 + X2 

r ^(fccos^-ifsin^y))^ + Re-Ky = 0, (y > a) (3.17) 
Jo A;i(fc2 + K2) 

in which J? is also an unknown constant. 

The above dual integral equations can be reduced to two separate integral equations, by 
employing a trick, similar to the one used for the problem 1, along with the use of the 
Havelock's expansion theorem (see Ursell [7]). In fact, this has already been done by Evans 

and Morris [2]. 
nR 

Firstly, setting the left side of the relation (3.16), as equal to —/(*/), and noting that 

f(y) = 0, for 0 < y < a, we can determine &(*) in terms of f(y), by using Havelock's 
expansion theorem, and then the relation (3.17) gives rise to the integral equation: 

where 

f° f(t)L(y, t)dt = e~Ky, for y > a, (3.18) 
Jo 

r^(kcos(ky)-Ksm(ky))(kcos{kt)-Ksm(kt))dk ^ 1Q) 

along with the defining relation: 

A := im& - R) = r f(t)e-Ktdt. (3.20) 
TtKR Ja 
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■Kl 
Secondly, setting the left side of the relation (3.17), as equal to —(1 - R)fi{y), and noting 

+W+ f.(»i\ — 0 fry- *i ^» " w '■n" Hpfprmine b(k) in terms of My), by using Havelock's 
expansion theorem, and then the relation (3.16) gives rise to the integral equation: 

where 

along with the relation 

r fi(t)M{y,t)dt = e-*tf, for 0 < y < o, 
Jo 

■°° kt(kcos(ky) - Ksm(ky))(kcos(kt) - Ksm.{kt))    ^ 

{k2 + X2) 

(3.21) 

(3.22) 

We note that /, /i and A are all real quantities, since L and M are real. 

From the above discussion it follows that the problem under consideration can be solved 
completely, either by solving the integral equation (3.18) along with the use of the relation 
(3.20), or by solving the integral equation (3.21), along with the relation (3.23). 

4. Approximate solutions of the integral equations. 

In this section, we shall employ " single-term"-Galerkin methods to obtain approximate 
solutions of the integral equations (3.7) and (3.10), derived for the Problem 1, as well as of 
the integral equations (3.18) and (3.21), derived for the Problem 2. In fact these solutions 
have also been presented earlier by Jones [4] and Evans and Morris [2], respectively. 

For the equation (3.7) we assume a "single-term" Galerkin approximation as given by 

g(y) fa bo (a constant), 

in the light of the relation (2.6), with 

d d 

KojfjSK<3,,t)dldy     ^(„VJ-W (^ 

(4.1) 

(4.2) 

n=l 

in the light of the first of the relations (2.9). 

Similarly,we assume a "single-term" galerkin approximation to the solution of the integral 

equation (3.10), as given by 

5l(y)«Cocos(|(^-| (4.3) 

with 

C0 = -8(6 - df-w 

,n=l 

W nird 

4(6 - df      62 cos 

(4.4) 
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Again, for the solution of the integral equations (3.18) and (3.21)  we assume the following 

"single-term" Galerkin approximations ( see Evans and Morris [2] ) : 

•   r — -feu ~i 

M « CJ(V) = fti ["" j; (^X*-j, *» < » <», (4.5) 

and a Ku 

h(y) « CJM = Cxe-« I -^z^ f°r ° < V < "' (46) 

where & and Cx are to be calculated by using the first of the relations (2.9), giving 

Ce-Kyf(y)dy (47) 
Ci = 

aUd r Ä Jf^/i^ (4.8) 
1   Joa!o M(y,t)h(t)My)dydt 

5. Some approximate results 

In this section we shall explain about the derivation of some approximate results for the 
quantities H and A associated with the two problems 1 and 2, considered in section 3, which 
represent important quantities of practical interest in the theory of electromagnetism (see 
Jones[4]) and in surface water wave theory (see Evans and Morris [2]), respectively. 

By using the relations (3.9) and the approximate solution for g(y) as given by the relations 
(4.1) and (4.2), we can easily determine H approximately. We find that in the particular 

situation, when d = \ and ßn « ~ (i.e when KQb « TT), we obtain 

H* ^1^-^-0.59^. (5.1) 

Similarly, by using the relation (3.12), along with the approximate solution foi:9l(y) as given 
by the relations (4.3) and (4.4), we can determine an approximate value for the quantity H. 

b rar 
We find that when d = - and fin = —, we have 

^_Wf! + f_^-Wo.87^ (5.2) 

From the theory that has been explained in section 2, we find that the two results in the 
relations (5.1) and (5.2) provide some upper and lower bounds respectively, for the quantity 

H, and, we find that the average of these two bounds gives the value -0.73—, which, 

according to Jones [4], is very near the actual value -0.71—. 
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Also, by using the approximate solutions as given by the relations (4.5), (4.6), (4.7) and 
(4.8), into the relations (3.20) and (3.23), we can determine two values of A, approximately, 
which provide some upper and lower bounds, Ax and A2 respectively, for this quantity. Then, 
with the aid of the defining relation (3.20), we find that 

|Ä| = (l + ^A2Bec2(a)y (5.3) 

The numerical values of |Ä| have been worked out by Evans and Morris [2], by using 
the two bounds for Ax and A2 of A as described above, and we give below a representative 
table for a = 30°, for the purpose of completion of this article. The table clearly shows the 
closeness of the bounds of |J?|, i.e. |JF2X| and |E2|, which must be attributed to the particular 
choice of the "single-term" Galerkin approximations as suggested in the relations (4.5) and 

(4.6). 

Table 

\R\  //i 0.2 0.4 0.6 0.8 1.0 1.4 1.8 

|Äil 0.0569 0.2432 0.5389 0.7971 0.9252 0.9900 0.9984 

W 0.0569 0.2430 0.5382 0.7961 0.9246 0.9898 0.9984 

Table of values of \Rj\ = (1 + n2A) sec2(a))"^ j = 1,2, 

for a = 30°, /i = Ka. 
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Abstract 

Maxwell's equations form the basis in electromagnetic field theory. The electromagnetic field, 
if it exists, satisfies Maxwell's equations and the boundary conditions associated. These equations are 
simple in the form but contain the variations of the field quantities throughout three-dimensional 
space (rectangular, cylindrical, and spherical coordinate systems are used) and time. The general 
solution to Maxwell's equations is usually difficult to find. However, analysis of electromagnetic 
fields requires to find the general solution without simplifications and assumptions, and our goal is to 
obtain explicit analytic solutions to Maxwell's equations with the corresponding boundary conditions. 
This paper researches methods and reports a straightforward mathematical foundation for solving 
Maxwell's equations in analysis of transverse magnetic (TM) and transverse electric (TE) fields. 

1. Introduction 

The electromagnetic field model is governed by four Maxwell's equations, which are given in 
the point form for time-varying fields as 

,-,    ^, N dH(x,y,z,t) 
V x E(x,y,z,t) = -p—^ L, 

at 

VxH(x,y,z,t) = oE(x,y,z,t) + edEix^'Zj)+J(x,y,z,t), 
ot 

V-E(x,y,z,t) = p(X'y,Zj) , V-H(x,y,z,t) = 0, 
e . . 

where E is the electric field intensity; H is the magnetic field intensity; J is the current density; p is 

the charge density. 
The development of analytic methods to solve Maxwell's equations in the coordinate systems 

used is our particular interest. The common coordinate systems applied (rectangular, circularly 
cylindrical, and spherical) are studied, and complete analytic solutions to Maxwell's equations are 
given. The rectangular and cylindrical coordinate systems are commonly used. This paper 
demonstrates that an analytic solution to Maxwell's equations, if it exists, can be find in the chosen 
coordinate system by the superposition of TM and TE fields, and the reciprocity theorem can be used. 
In the circularly cylindrical system, the TM and TE potentials satisfy the Heimholte equation, and the 
first-, second-, and third-kind Bessel functions are applied. Only the spherical coordinate system has 
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complete coordinate surfaces of finite size, and therefore, in this system the boundary value problem 
can be solved. Hence, the spheroidal configuration, which has <j> -symmetry, is of a great importance. 
The wave or Heimholte equation for the field quantities (E or H) in terms of the time-varying sources 
can be expressed and solved in the spherical coordinate system. 

2. General Methods of Solution 

For time-varying fields, the sinusoidal steady-state behavior of the field vectors is our interest. 
We assume that the E and H components are varying sinusoidally; in particular, 

E(x,y,z,t) = Ex(x,y,z,t)ax+Ey(x,y,z,t)ay + Ez(x,y,z,t)az , 

where Ex(x,y,z,t) = Emxcos(at+yrx),Ey(x,y,z,t) = Emycos(w?+yry), Ez(x,y,z,t) = Emzcos(wr+yrz); 

H(x,y,z,t) = Hx(x,y,z,t)ax + Hy(x,y,z,t)ay + H.(x,y,z,t)az. 

whereHx(x,y,z,t) = H^ cos(cot +y/x),Hy(x,y,z,t) = Hmy cos(cot +\[ry),Hz(x,y,z,t) = Hmz cos(cot +ysz). 

The magnitudes Emx, Emy, Emz, Hnix, Hmy, Hm. and phase angles are independent of time, 
however they depend on the spatial coordinates. 

By using complex phasor quantities of E and H, and canceling the eja" term which is 
common to the right and left sides of equations, one obtains the time-domain form of Maxwell's 
equations. In particular, the electromagnetic field satisfies the following equations in the point phasor 
form 

VXH = JO)EE + J , VxE = -jco/jH, 

V-E=£,V.H = 0, (1) 
e 

which should be solved. 
It has to be emphasized that the permittivity, permeability and conductivity are nonlinear 

functions of frequency. 
By defining H2=H - #,, EX=E~E2 and / = Jl + J2, we have 

Vx(#, +H2)= jae{El+E2)+(Jl +J2), 

Vx(£, + £2) = -j(Oß(H1 +H2). 
A set of equations is found to be 
Vx#j =jcoeEl +/,, Vx£, =-;'wJuff1, 
V x H2 = j(oeE2 + J2,VxE2= -jcofiH2. (2) 
Compare to equations (1), equations (2) can be easily solved because the divergence is zero. 

That is, H can be represented by a vector potential P, which is given in terms of its components along 
and perpendicular to the coordinates used. Hence, 

H = VxP,P = Pmai+Pl. 
Here, Pt = V x PTElai is transverse (perpendicular) to the unit vectors ai; Pm and PTE are the scalar 
potentials. 

We obtain 
H = VxPmai+VxVxPTEai. 
Using /f,=Vx Pma, inVxH = jcoeE + J , one finds 
Vx Vx Pmat = j(oeEl +J. 

Furthermore, Vx(f, + j(OfiPTMai) = 0, 
and hence 
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E^-jaflPm^+Vp. 
By making use of Ey, the following equations result 

H. =VxPrM«;,£1=— ™«_L 

VxH2= jcoeE2 ,Vx£2= -ja>fiH2 - M2. 

From equation 
£2=Vx Prea,., 

one finds PTE by solving equation 

V1PTEai=y2PTEai + M1. 
The thorough analysis performed indicates, that for TM and TE fields the equations 

and      E2 = V x Preö, 
should be solved by using the following procedure. In the Cartesian coordinate systems, as one 
obtains Pm and PTE, H: and E2 results. Furthermore, E1 can be found by solving 

fdP   } y   arTM 

Vx//,= jO)EEl +JltEi= -jCOflPrMdi +     \     '   ' , 

while E2 is obtained using PT£ , and H2 is found from 

dPTE 

Vx£2= -;'«/*# 2, H2 = jaeP^a, V &/ J 

jap 
In the cylindrical coordinate system, which is given in terms p, (f>, z, the TM and TE field 

equations are 
H = VxPmai 

and      E = VxPTEai, 
and the scalar potential satisfies Heimholte equations are given by 

The following partial differential equation for Pm results 

\_d_(  aP™V   1 d2Pm ,d2P, 

pdp dp 
+- ™ -7^™=^/. 

p'   <fy2        *2 

and the solution of this equation is found using hyperbolic functions. In particular, 

where *p(p), *,(0) and Oz(z) are the Bessel functions. 

If the spherical coordinate system is used, the field components are found for TM fields as 

„   -      l dPTM       fj   _        1        dPTM 

Ea=- 

r  99 

1    d Pm 

/•sinö   d<j> 

1   (* 

jcoer   dGdr 

and for TE fields we have 

,Er 
jcoe 

*Jf- + ß2P7 TM J   ^d> ~ 

d2R TM 

*    jcoersinö dtydr 
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E^-l*JS-,EB = 
1     dP-, TE 

de rsinö d<j> 

He=- 
1    d2PTE _      1 

■» rtr -—:— 
JW 

(d2p1 

jü)flr dOdr 
TE 

dr2 + ß2P-, TE ,H«=- 
1        d2R TE 

The corresponding Heimholte equation is 

]_d_ 

r2 dr 

(     Vi 
d(^Pm) 

dr 
+ - 

r2sin0<90 
sinO 

561 
V 

j(O[lrsm0 d$k 

r2 sin2 0 <90     <fy2 
+ ß%PTM\- J; 

Transient space-time problem should be solved in many applications. Consider the following 
equations 

dt at 

V-E(x,y,z,t) = p{X,y,Z,t) , V-H(x,y,z,t) = 0, 
e 

assuming that the excitation is a known function of time. To solve the problem, the Fourier or 
Laplace transforms can be used. The solution is not trivial, and the particular scenario should be 
considered to solve the problem. 

3. Duality of Solution 

If the field varies sinusouidally with time, the time can be eliminated from the fundamental 
equations; that is, the solution is obtained in terms of complex vectors. Assume that the 
electromagnetic field satisfies the following two equations 

V x i/, = ja>£s El + J{, V x El = -j(Oßi H{ (3) 
with the corresponding boundary conditions. 

If the solution of these equations is known, one can solve 
VxH2= jC0£2E2 ,VxE2= -joi^H2 - M2 (4) 

by using the transformations 
El=-H2, Hl=E2, Jl=-M2, e^fr, ft=£2, 

or El=H2, Hl=-E2, Jl=M2, £{=li2, Hx=e2, 

or        El=H2, Hl=E2, Jl=-M2, e^-fr, Mi=-£2- 
In particular, by applying these transformations, solution of (4) is identical to (3). 

4. Conclusions 

This paper addresses the problem of solution of Maxwell's equations in the rectangular, 
cylindrical and spherical coordinate systems. Sinusoidal steady-state and transient space-time 
problems have been researched. By using the results, it is shown that Maxwell's equations can be 
solved, and important problems have been focused and solved. In particular, the complexity of the 
solution depends on the coordinate system used, and spherical coordinate system has advantages to 
find analytic solutions to Maxwell's equations. 
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RECENT DEVELOPMENTS IN FAST-MULTIPOLE BASED FREQUENCY AND TIME 
DOMAIN SOLVERS 

E. Michielssen, W. Chew, A. Ergin, V. Jandhyala, B. Shanker, and J. Song 
Center for Computational Electromagnetics 

Department of Electrical and Computer Engineering 
University of Illinois at Urbana-Champaign 

Urbana,IL 61801 

Abstract: This paper reviews the state of the art in fast integral equation techniques for solving 
large scale electromagnetic scattering and radiation problems. The Multilevel Fast Multipole 
Algorithm and its frequency and time domain derivatives are discussed. These techniques permit 
the rapid evaluation of fields due to known sources and hence accelerate the solution of 
boundary value problems arising in the analysis of a wide variety of electromagnetic phenomena. 
Specifically, the application of the Steepest Descent Fast Multipole Method to the frequency 
domain analysis of radiation from quasi planar structures, e.g., rough surfaces and finite 
microstrip structures, is described. In addition, the extension of the fast multipole concept to the 
Plane Wave Time Domain algorithm that permits the efficient analysis of transient phenomena is 
outlined. 

INTRODUCTION 

Surface integral equations coupled with Method Of Moments (MOM) based solution algorithms 
have long been conceived as very accurate, but computationally expensive schemes for 
analyzing electromagnetic radiation and scattering phenomena. Unlike finite difference and 
finite element techniques which require the discretization of the entire volume of the structure 
under study, surface integral equation techniques utilize basis functions only on interfaces 
between homogeneous regions, thereby resulting in fewer unknowns. However, in contrast to 
these differential equation techniques, the application of the MOM to the solution of surface 
integral equations leads to a matrix equation involving a dense matrix. As a consequence, for 
large problems, the solution of the MOM equations using direct inversion is impractical due to 
the large CPU time and memory requirements associated with this procedure. The iterative 
solution of the MOM system is also a time consuming process, with both the number of 
operations per iteration and the memory cost associated with storing the matrix scaling 
asO(Ns), where Ns is the number of spatial degrees of freedom of the discretized surface 
current i.e., the dimension of the system. Integral equation techniques for analyzing surface 
scattering and radiation phenomena have been developed as well. Unfortunately, their 
computational complexity scales as 0(NtNJ), where N, denotes the number of temporal steps 
in the analysis, and prohibits their application to the analysis of large-scale scattering 

phenomena. 

To expedite the iterative solution of electromagnetic boundary value problems, researchers have 
exploited the underlying structure of the Green's function kernel and developed techniques that 
facilitate the fast computation of MOM matrix-vector products [1-5]. We have recently 
developed a host of fast multipole based algorithms for analyzing large-scale radiation and 
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scattering phenomena [6-7]. In this paper, we report on the implementation of the Multilevel 
Fast Multipole Algorithm (MLFMA), and a derivative of the latter, the Steepest Descent Fast 
Multipole Method (SDFMM). These algorithms accelerate the iterative solution of surface 
integral equations that are pertinent to the analysis of scattering and radiation from arbitrarily 
shaped three-dimensional and quasi-planar structures, respectively. The computational cost per 
iteration and memory requirements of the MLFMA and SDFMM scale as 0(NS log Ns) and 
0(NS), respectively. In addition, the extension of the fast multipole concept to the analysis of 
transient scattering phenomena is described. Fast time domain integral equation based schemes, 
reminiscent of the frequency domain fast multipole methods, further termed Plane Wave Time 
Domain (PWTD) schemes, permit the efficient analysis of transient scattering phenomena in 
0(NtNslogNs) operations. 

THE MULTILEVEL FAST MULTIPOLE ALGORITHM 

The MLFMA constitutes an efficient technique for analyzing 3D electromagnetic interaction 
phenomena [3,6,7]. The algorithm relies on a multilevel divide and conquer strategy and has 
been implemented in FISC (Fast Illinois Solver Code) technology. The MLFMA is designed to 
accelerate a matrix-vector multiply that arises in the iterative solution of the MOM equations 
resulting from a discretization of the boundary integral equations pertinent electromagnetic 
scattering and radiation analysis. In the MLFMA, the object under study is first subdivided into 
subscatterers, also termed groups. Fields generated by sources residing in separate source groups 
are characterized through each group's far-field radiation pattern, measured with respect to the 
group's center. Then, the addition theorem is used to translate the plane wave components that 
characterize each source group's far-field pattern to the centers of all other, receiving groups. 
Fields received at a group center are then redistributed to the individual receivers residing in the 
group. 

Whereas a matrix-vector multiply involving a dense matrix and a dense vector requires 0(NS ) 
operations, a matrix-vector multiply carried out using a two-level fast multipole algorithm only 
requires 0(Nl

s
5)operations. An analogy with a telephone network is in order. Assume that N 

telephones are connected to one another with direct connections. The number of network wires 
is NJ. However, if "hubs" are introduced in the network, then the number of connections can 
be reduced (Fig. 1(b)). However, the hub structure implies a three-stage connection process. 
Similarly, in the two-level fast multipole scheme described above, a multiplication is effected 
through three separate translation procedures: from source to source group center, from the 
center of the source group to that of the receiving group, and from the receiving group center to 
the receiver. All these translations can be carried out efficiently by representing all fields in 
terms of a plane wave basis. The plane wave basis is suitable for translating fields as it gives rise 
to diagonal translation operators. In other words, when relying on the fast multipole method, the 
interaction between two basis functions can be represented as 

jr(r),G/(r,r')j5(r))= J \ir(r)e-Jkhir~rr)dr 
Sr 

T(kh,rr,rs) \\s(v)e*»^dr 
s. 

dkh      (1) 
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In Eq. (1), the outer integration is over all real kÄ vectors that characterize homogeneous plane 
waves propagating away from the structure under study. Also, i> and rs denote the center of the 
receiver and source group, respectively, and Gy(r,r') denotes the free space Green's function. 
Finally, T(kh,rr,rs) is the diagonal plane wave translator from the source to the observation 
sphere. 

Unfortunately, the above described technique for computing receiver fields only applies to non- 
overlapping source and observer groups; Hence, all      83CamaroModei,f=lGHz,V-poi. 
"near-field"   interactions,   i.e.,   interactions   between 
sources and observers that reside in the same or in 
neighboring groups are always accounted for using 
classical MOM techniques. 

By nesting a smaller problem within a larger one, the 
Multilevel Fast Multipole Algorithm (MLFMA) is 
obtained. The   MLFMA   is   characterized   by 
0(NS logNs) computational complexity per iteration 
and memory requirements. The MLFMA uses the two- 
level fast multipole method as a primitive and 
transitions between distinct levels in the multilevel tree 
structure are effected through interpolation and 
anterpolation operators. We have implemented this 
algorithm in two and three dimensions, and the resulting 
codes are capable of analyzing arbitrarily shaped 
conductor systems comprised of surfaces and wires. To 
date, FISC MLFMA technology has been primarily 
applied to the analysis of large-scale scattering 
phenomena. As an example, Figure 1 shows the surface currents on a car illuminated by a plane 
wave at 1 GHz. 

sg^ 
?>•*?• v^fefe 

w& *j#S£ 
-1£ 

Figure 1.   Surface currents on a car 
illuminated by a plane wave at 1 GHz 

THE STEEPEST DESCENT FAST MULTIPOLE METHOD 

Although the aforementioned MLFMA permits a very efficient analysis of radiation and 
scattering from arbitrarily shaped structures, further savings are possible if the application 
domain is restricted to the class of quasi-planar structures. The SDFMM is a multilevel solver 
that permits the rapid analysis of radiation and scattering from microstrip traces and patches. 
The SDFMM is in spirit identical to the above-described MLFMA [8,9]. However, the SDFMM 
exploits the quasi planarity of a microstrip structure to further accelerate the solution process. 
This is achieved by casting terms arising in a MOM matrix-vector product in the form of discrete 
nhomogeneous plane-wave expansions, as opposed to a homogeneous plane wave expansion for 
he MLFMA. This representation arises from a representation of the pertinent Green's function 
along a steepest descent path and from the use of the fast multipole method in the transverse 
Diane. The difference w.r.t. the standard MLFMA lies in the use of complex wave vectors and a 
nodified translator operator. These modifications result in significant CPU cost and memory 
savings over the standard MLFMA. Indeed, the computational cost and memory requirements of 
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the SDFMM scale as 0(NS), as opposed to 0(NS log Ns) in the standard MLFMA. Other 
FMM-like approaches for analyzing microstrip structures are described in [10,11]. 

We have developed a general purpose SDFMM solver, capable of analyzing a large class of 
quasi-planar microstrip structures that reside on a finite substrate and ground plane. This solver 
is based upon a multiregion MOM formulation that features both electric and magnetic surface 
currents. These currents model fields tangential to perfectly conducting microstrip elements as 
well as those tangential to penetrable substrate interfaces. The code can handle not only surface 
elements, but also accommodates bond wires and probe feeds [12]. 

a--io 

I 
t-15 

20 80 100 
Theta 

160 

(a) (b) 

Figure 2: (a) 7 by 7 array of microstrip patches residing on a finite substrate and ground plane. A probe feed 
connects each patch to the ground plane, (b) Radiation pattern of the 7 by 7 array shown in (a). 

The SDFMM permits the analysis of scattering and radiation from extremely large and complex 
structures within realistic times. To illustrate the capabilities of our SDFMM solver, consider the 
7 by 7 array of microstrip patches shown in Figure 2. Each patch is probe fed (in phase). 
Equivalent currents on the patches, probes, and on the ground plane and the penetrable interfaces 
are modeled using iV=92,280 unknowns. Figure 3 shows the pattern of the array computed using 
the SDFMM. To date, the SDFMM has been applied to microstrip structures modeled in terms 
of as many as 130,000 unknowns. 

TIME DOMAIN FAST MULTIPOLE METHODS: PLANE WAVE TIME DOMAIN 
SOLVERS 

Recently, we have developed a fast time-domain integral equation solver [14]. This fast solver 
permits the rapid analysis of transient scattering and radiation phenomena involving 
electromagnetically large surface structures and can be considered the time-domain analogue of 
the frequency domain multilevel fast multipole solver described above. The cost associated with 
the electromagnetic analysis of a surface structure that is modeled in terms of Ns spatial 
unknowns for a total duration of N, time steps scales as 0(NtNs \ogNs) using the new solver, 
as opposed to 0(NtN^) for classical time domain integral equation algorithms.   The solver 
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derives its optimal scaling properties from a time domain plane wave representation of the 
scattered fields, which is exploited through a multilevel divide and conquer framework. This 
representation naturally gives rise to windowed diagonal translation operators. These translation 
operators require convolution of polynomial translation functions with the transient plane wave 
spectrum of the source distribution, characterized in terms of the source's slant stack transform. 
To date, the technique has been applied to the analysis of acoustic and electromagnetic scattering 
from large, three-dimensional surfaces. The application of the solver to the analysis of 
broadband wire antenna structures, nonlinear phenomena, and electromagnetic compatibility 
problems is being studied. 

150 2M 250 300 350 400 0        0.02      0.04      0.06      0.08       0.1       0.12      0.14      0.16      0.18       0.2 

thela Tme fcl 

(a) (b) 

Figure 3. (a) Electromagnetic RCS of a NASA almond, comparison between PWTD (frequency domain 
parameters extracted from time domain solver) and FISC, (b) temporal fields on top of a rectangular 
cylinder, comparison between classical time domain integral equation and PWTD results. 

CONCLUSIONS 

This paper described three different multilevel integral equation solvers: The MLFMA, the 
SDFMM, and the PWTD. The MLFMA is suited for analyzing scattering and radiation from 
electrically large, arbitrarily shaped structures. The SDFMM constitutes an MLFMA variant 
designed to accelerate the analysis of electromagnetic phenomena involving quasi-planar 
structures, e.g., rough surfaces, optical gratings, and large-scale microstrip structures residing on 
finite ground planes. Finally, the PWTD schemes are extensions of the MLFMA to the time 
domain. Hence, the PWTD permits the broadband characterization of scatterers and radiators 
and is applicable to the analysis of nonlinear phenomena. 
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Demonstrated here, are the periodical knife-types gratings always having the waveguiding 
properties. Discovered here, are the existence criteria of the waveguiding properties of 
periodic plate grating for different waveguiding modes. Dispersion relations are obtained and 
investigated, pass and stop bands are determined. The asymptotic form of dispersion relations 
at the infinite increase of a grating elements sizes and the wave number decrease was derived. 
The anomalous oscillations near the periodic plate gratings are discovered and investigated. It 
was proved, that such oscillations always exist. The influence of the geometric characteristics 
and khife-type grating mode on the oscillation frequency, number and type of waveguiding and 
cycle modes was investigated. Wa veguiding and cycle modes of oscillations are classified by- 
groups of allowed symmetries of a problem. The comparison with known experimental and 
numerical study was carried out. 
Waveguiding property is an existence of the generalized eigen function of the corresponding 
selfadjoint extention of the Laplace operator, localized in the vicinity of periodic structure. 
Investigation of the waveguiding properties is embarrassed with those fact, that the 
corresponding selfadjoint extensions of the Laplace operator have the continuous spectrum 
filling in all the positive semi-axis. 
An existence of the waveguiding properties of the periodic knife-type grating was proved m 
paper [1] for large enough sizes of grating elements. The approximated investigations of 
waveguiding properties, dispersion conditions, type of waveguiding functions are in [2, 3], m 
these papers one can also see the füther bibliography. 

Formulation and symmetry properties of the problem 

If another is not fixed, then it is supposed, that all the profiles of grating elements are consisted 
of straight line segment, all elements are parallel with each other, periodically repeated and 
perpendicular to the periodicity direction. Such gratings are of khife-type periodic strip grating. 
Grating types and corresponding terminology are on Fig. 1.  
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Fig 1. Grating types of khife-type periodic strip: I - simple, II - composed, III - double, 

IV - corresponding termonology. 
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The steady-state oscillations near the grating are described by the u(x,y) ft«*» whose 
physical content is determined by the investigated problem 

4xx    "yy 

&i/3n = 0 onG. 

„nding nondimensional magnitudes exp— « 1 I# * ^ 

oscillation energy should be fulfiled 
E(u,Qb)=J[u 2+(Vu)2]dQb<c°, 

^ztttt^?rS *• -tmg —wi!1 

group T of translations aiong the y-axe ^, oy £-x^non ^ ^ ^.^ ^^ ^ 
symmetry group are possmle. D,«the dmedrong     p ^ . o 

r::rr:*-==-"- r:;;"':r,sr. 

Waveguiding properties 
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Existence of the waveauidina property. 
To investigate the existence of waveguiding eigen frequencies the "D-N fork" method was 
used [3]. The following theorem was proved. 

Theorem 1. The simple knife-type grating always has the waveguiding property. 

Composed and double gratings G can be considered as the disturbance of simple knife-type 
grating Gi, caused by a disposition of the additional elements of grating G2. 

Theorem 2. Composed and double gratings G always have the waveguiding property foi any 
profile lengths and non-zero values of parameter \. 

i 
Dispersion relations. 
Dimensionless waveguiding frequency X are the function of wave number parameter £,, these 
dependences are so-called dispersion correlations. For large sizes of grating elements the 
approximated dispersion relations are presented in [5]. In the present work these relations are 
presented for the commiting to be entire and being defined more precisely. 
Exact dispersion relations for waveguiding frequencies and corresponding wave numbers of 
the problems are impossible to be written down, even as implicit ones. However, it is possible 
to indicate some their approximations. 

sin[0(^)]=O, 

®(KS) = XL-2 
Un(2) 

T|'^±^±1] + J™* + 2*S) _2vP(2N +1) 
2TT        )       v        2TT        / 

2% 2TI   ) K2n 

+ 2 arcsin 
V 
\mj 

N 

n=l . 

arcsin ; + arcsin 
X 2N 

-2S 
n=l 

arcsin — 
VIMI '\2n?i+^ "" Uroi-I, 

Here N is natural number, v|/() is the logarithmic derivate of Gamma function. Numerical and 
theoretic results allow making the next statement: 

Statement. For any lengths L of the knife-type grating elements the finite number 0f 
waveguiding modes exists, 

The above statements refine and correspond with results obtained by other methods and a! the 
"physicaT-strict level of rigorousity [5]. 
At the infinite lengthening of grating elements the dispersion relation allow determination the 
behavior of waveguiding frequencies ^^(^L) (k=l   ...  K) of problem for primär 
waveguiding modes. Statements where y is the Euler constant and L»l are correct: 

k7t2tg 

X(k)(^L)=- 
V2 

Lrctg J|-7t-2¥ 
V2 
\ 

V2^tg \2J 
-21n(2)tg J -2ytg 

Kl) 

For the primär waveguiding mode for £«1 the next expression follows from dispersion 

relations: Ä(1)(^) = ^ + (21n(2)-L7r)^2/^2 • 

Kharkov, Ukraine, Vllth International Conference on Mathematical Methods in Electromagnetic Theory 



MMET'98 Proceedings * °l 

This describes the dependence of waveguiding frequencies of primär mode on the oscillation 
phase shear in the neighbouring fundamental areas of the translation group. This expression is 
correct for those suppositions in whose framework the dispersion relations are obtained. 

Anomalous properties. 
The statement about the existance of waveguiding property is proved only for the non-zero 

phase shear of oscillations (4*0) in the neighbouring fundamental areas of the translation 
group. In this connection the question arises, if the generalized eigen functions of problem 
exist, localized in the vicinity of simple knife-type grating with the periodicity condition 
correlating with the zero shear of oscillation phase in the neighbouring fundamental areas of 
the translation group? The answer to this question is positive. 

Definition 3. Generalized eigen functions (frequencies) of problem with the periodicity 
condition localized in the vicinity of knife-type grating, will be named father an anomalous 
functions (frequencies) of the problem. If the one-directional periodical structure has a 

symmetry of the D[ - type, then even or uneven by a variable x anomalous functions will be 

named y or 8 anomalous modes correspondingly. 

For waveguiding and anomalous oscillation frequencies near the simple knife-type grating the 
next system of inequalities is correct: ai(£)<ßi(£)<. <ak(£)<ßk(£)< ••■ <TC<YI<SI<. <ym<8m<27t. 
Here 0Ck(£)> ßk(£), Ym, 8m. are frequencies of corresponding mode. The numeration is given 
according to the frequencies increase. 

Existence of the anomalous property of simple grating. 

Lemma Non-trivial anomalous functions of problem, even by an axe passing through some 
profile of plate grating do not exist. Anomalous function of problem is uneven by every axe 
parallel to the abscissa axe and passing through point of symmetry of the dihedron group of the 
problem. 

—1 
^£WÄ5!^:Sft3&S: «MMSW^ftWftSSSSft i&^S&WWSKftKfeW: 

i + : + : : + ! - i \-±-i-±-< i.±-r-r 
;Ä¥S%S¥:S&SSWWi% ■ÄWÄ^VÄ-'rWÄS:^* fiffflW:¥S^S¥SWW; ■sfesÄSSftifesSÄ^S 

a B V 8 

Fig 2 

The statements formulated in the 
lemma allow pointing out signatures 
of the waveguiding mode a and ß and 
anomalous modes y and 8 in inter- 
profile channel, presented on Fig. 2. 
Theorem 3. Non-trivial anomalous frequencies and anomalous functions of problem exist for 
any profile lengths of the simple knife-type grating, anomalous frequencies belong to the 
interval (K, 2K), 

Existence of the anomalous property of composed grating. 
Composed and double plate gratings can be considered as the disturbance of a simple grating. 
In the common case they allow more restricted group of symmetries then the simple grating. 
That's why the method of restriction the allowed class of solutions, based on symmetry of the 
problem can not be applied to prove the existence of anomalous oscillations near the simple 
knife-type grating. 
If solution u* of the problem, localized in the vicinity of grating exists, then for all values X it 

should satisfy the nesessary condition   jexp(ixX)u*dQ) =0, which will be fulfiled if and only if 
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1 
is the fundamental domain of the for all values x the identity |u*(x,y)dy = 0 is correct, Q0 

0 
translation group T. With the help of these condition the following theorem was proved. 

Theorem 4. Composed (double) grating has the anomalous property. If length L* of common 
part of simple knife-type gratings Gi and G2, composing G does not equal to z&co (LVO), then 
anomalous oscillation frequencies belong to the interval (0, 2%\ If I>0 (double grating), then 
anomalous frequencies belong to the interval (%, 2%). 

Pass bands Anomalous frequencies  Unknown spectrum 

0   <*i ßl 
-)}- 

°K 

n   Yi Y2 
-?>- 

2TI 

Fig 3 

"Anomalous 
,freauencv ^ "--* 

-^j Pass band ~p3 
/^depending on    ^ 

^    iength of plates ^ 
'•' • 'i ': i'{'. -i'' I' ■*:':''. J -'s:;: :TrTr^r-^_-^__    '-^ 

Fine structure of the 
spectrum. 
The      carried      out 
investigations of 
anomalous   oscillation 
frequencies   allow   an 
elaboration    of    fine 
structure of the spectrum of problem for the simple knife-type grating of plates. By the 
existence theorems of waveguiding and anomalous modes of oscillations the spectrum of 
problem always consists at least one pass band for the <n mode and the anomalous oscillation 

frequency for the Yi mode. Presented on Fig. 3, is the 
scheme of fine structure of the problem spectrum in 
terms of nondimensional frequencies of oscillations. It is 
nesessary to point out, that for every pass band the 
mode (a or ß) of corresponding waveguiding function 
and a pass band type is determined. Types of pass bands 
and anomalous frequencies alternate. The dependence of 
the geometrical properties of gratings on guiding 
phenomena has been culculated (Fig. 4). 

Tvoe of anomalous functions. Oscillation physics. 
Oscillation physics near 
the knife-type grating of 

plates, described by waverguiding functions is known [5] and 
correlates with mechanic analogues, discrete chains of coupled 
oscillators. This can not be said about anomalous oscillations. 
To clarify their oscillation physics it is nesessary to investigate 
the outlook of anomalous functions. Presented on Fig. 4 for the 
case L=2, are the velocity field, level lines and pressure field for 
modes yi, 5h y2 of anomalous oscillations in interprofile 
channel 0<y<l. It is nesessary to point out, that velocity field 
flow from one interprofile channel into another one doesn't 
happen as distinct from waveguiding oscillations. 

From Fig. 5 it is possible to understand the mechanical 
analogue of anomalous modes, these are oscillations of some 
connected chains of connected oscillations. Despite of this 
mechanic analogue being approximated, it allows 
understanding   the   oscillation   physics:   yi   are   synphase 

Fig 4 

;. .r-'j*. JJ* j, -i «■ £■      s 

* -   »   ^  ^   J % 

Fig 5 
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oscillations of one chain, 81 are synphase oscillations of two connected chains (chains oscillate 
in antiphase about each other), y2 are synphase oscillations of three connected chains. It is 
nesessary to point out the considerable difference of anomalous oscillations near the plate 
grating from synphase oscillations of chain of connected oscillators. 

Comparison with experimental investigations 
It is nesessary to remark that [3] and later [2] pioneered in investigating the dependence of 

waveguiding frequencies on geometrical parameters of the knife-type plates in appliance to 
electromagnetic waves. Theoretical and experimental investigations of acoustic resonance and 
waveguiding phenemena near plates in the channel and cyclic gratings of plates were 
performed independently but later, a comparison with the previously obtained results was not 
undertaken. 

Experimentally investigated in [5, 6], are the acoustic eigen oscillations near the plate 
gratings in a channel, allowing simulation in the framework of the two-dimensional fomulation 
of the problem and simulating the cyclic grating (the "mirror" effect [6] is appliable). The 
experimental results [5] are presented in table 1 of paper [7], Performed on this base, is the 
comparison of experimental data and numerical investigations of disperse relations 
dependences of anomalous oscillation frequencies on geometric grating parameters. The 
comparison with experimental and numerical investigations are shown on Fig.  5.  The 

experimentally obtained results [7], which are 
nondimencional, are marked with box, continuous 
curves are the numerical results, obtained with the 
help of dispersion relations. The satisfactory 
coinciding of the results can be remarked. 
Unsolved problems. The author is not aware, if 
waveguiding or anomalous frequencies of problem 
more then 2% exist or not. As eigen oscillations are 
always connected to the latent symmetry of the 
problem, so on the basis of the carried out 
investigation it is possible to advance the next 
hypothesis: waveguiding and anomalous 
frequencies of the simple knife-type grating higher 
then 27T. do not exist. 
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ABOUT SOME CATASTROPHES IN TIME-HARMONIC 

WAVE SCATTERING 
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The paper is concerned with a review of several situations taking place in the time- 
harmonic wave scattering (~ e^), when solutions to certain wave scattering prob- 
lems do not exist. Each of these situations is closely tied to the violation of solution 
uniqueness, due to a presence of an eigenvalue, in terms of either natural frequency or 
propagation constant, simple or multiple, coinciding with the corresponding parameter 
of the excitation field. Then the reason of solution non-existence can be easily under- 
stood based, for example, on the Fredholm Alternative [1,2]. From the physical point 
of view, the mentioned catastrophes are always a result of joint action of several major 
assumptions, such as harmonic time-dependence, absence of losses or nonlinearities, and 
infinite extention of the scatterer. Thus, a loss of solution existence, at certain discrete 
values of parameters, is the cost of the pleasure of working with a simplified problem. 

1. The first of the considered situations occurs when attempting to analyze the 
scattering of time-harmonic waves from so-called "active" scatterers. The latter are the 
dielectric or impedance objects characterized by a negative absorption. This is commonly 
done by introducing a complex-value dielectric constant with a negative imaginary part, 
or a surface impedance with a negative real part [3]. Such a scatterer can be considered 
as an approximate model of, e.g., a light-emitting particle in the inversed population 
conditions, provided that one neglects the effect of saturation due to non-linear character 
of the light emission. The study of the scattering behavior of active objects has attracted 
attention since the late 70's, due to a simplicity of analysis and an opportunity to use 
all the experience accumulated before when studying the scattering from the lossy and 
passive objects. In the previous works it has been noted a variety of exotic features 
of active scatterers, like "invisibility", negative scattering and extinction cross-sections, 
and oxtraordinarly sharp resonances [3], 

However, if looking closely at the mathematical formulation of the problem, one may 
notice that a negative absorption leads to the violation of the conditions that guarantee 
the solution uniqueness, and hence, its existence. In fact, the presence of a negative loss 
shifts the complex natural frequencies of a formerly passive scatterer towards the real 
axis in the complex Jb-plane. It may even happen that one of them, say k0, comes to the 
real fc-axis. Then the solution will not exist at this frequency due to a pole of the field 
function. In the pole's vicinity the far-field scattering pattern, the surface current, etc., 
can change drastically due to a small variation of the frequency. The situation described 
above is illustrated by the known results for an active-dielectric cylindrical particle and 
an active-resistivity reflector antenna. It is emphasized that turning to the transient 
scattering results in a formally unique solution, but showing a non-physical behavior of 
the unlimited growth in time.  Hence the conclusion is that there is no much (if any) 
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sense in studying the scattering problem for an active object. Instead, there is a more 
clear sense in a search of the conditions for a natural frequency to turn real, by solving 
an eigenvalue problem of a special sort. 

2. The second catastrophical situation occurs when considering an infinitely ex- 
tended open structure able to support a natural guided surface-wave mode, excited by 
a surface-wave incident field. The latter can be originated by a modulated electron flow 
or by a dielectric-slab waveguide, and is assumed to be fixed, i.e. experience a negligible 
influence of the scatterer. Such problems appear, e.g., in the linear theories of vacuum 
electron oscillators like BWO and orotron, and the Cherenkov laser. However, if studing 
the matter of solution uniqueness, one sees that the presence of a natural guided mode 
leads to the existence of a pole ho > k on the real axis of the fr-plane, h being the 
longitudinal wavenumber. When the incident field wavenumber hm > k and comes to 
a pole, the solution does not exist. The situation is illustrated by a surface-wave exci- 
tation of a regular dielectric slab as the simplest open waveguide. Periodic waveguide 
excitation is also discussed. It is known that groove gratings and other types of periodic 
structures can support non-attenuating natural modes propagating along the direction 
of periodicity [4]. When trying to solve the problem of excitation of groove grating by 
a periodically-modulated electron flow, whose velocity is naturally lower than the light 
velocity, one comes to the non-existence of solution in the case of sinchronization. Intro- 
ducing the losses shifts the h-pohs off the real axis, thus returning the situation to the 
existence of a unique solution. However, in general, it appears that the problem should 
be re-considered as an eigenvalue problem for the natural modes of a more complicated 
open structure consisting of a pair of interacting infinite waveguides. 

3. The third kind of catastrophe due to solution non-uniqueness is observed if a local 
scatterer or a source is embedded in a waveguide able to support not only the natural 
guided modes, but also associated guided modes. The latter may appear due to the 
multiple roots of the dispersion equation. Then the Fourier-transform of the solution 
has a multiple pole at the real axis of the fe-plane. However, neither a "parent" natural 
guided mode nor the associated guided modes of the corresponding finite chain carry any 
power. This eliminates the only reasonable way to determine the sign of the correspond- 
ing wavenumber. Hence, there is no way to extract out a physically meaningful unique 
solution of a lossless-waveguide scattering problem [5]. To avoid this, one has either to 
switch to the transient scattering or to introduce the losses. 
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BEAM PROPAGATION METHOD MODELLING 
OF LIGHT PROPAGATION IN OPTICAL WAVEGUIDES 
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Beam-Propagation Method (BPM) is now a widely used tool for computer simulation of light 
propagation in transparent media including optical waveguiding structures. The method was introduced 
in 1976 by Fleck, Morris and Feit for modelling of laser beam propagation in non-homogeneous 
atmosphere [1]. In 1979-1980 the method was adopted by Feit and Fleck for modelling of light 
propagation in optical waveguides in a series of papers in Applied Optics [2, 3, 4]. Since then, the 
method has been successfully applied to analyze various optical waveguide structures, including glass 

fibres and integrated optic waveguides. 

The paper reports some recent activities in BPM modelling of light propagation in optical waveguides 
that have been carried out in the framework of COST 240 European Project: Techniques for Modelling 
and Measuring Advanced Photonic Telecommunications Components, Working Group 2, Waveguide 
Devices. In particular, the results of an investigation of a guide with a balance of gain and loss has been 
reported, and a model for simulation of Second Harmonic Generation (SHG) process in optical 
waveguides is presented. 

The author acknowledges the co-operation and fruitful discussions with his colleagues from COST 
240 Project. He also wishes to express his special thanks to COST 240 Chairman, prof. George Guekos 
from ETH Zurich, Switzerland. The support of COST 240 activities by General Department DG XIII 
of the European Commission in Brussels is kindly acknowledged. 

I.        BPM ANALYSIS OF A PLANAR WAVEGUIDE WITH A BALANCE OF GAIN AND LOSS 

The problem of light propagation in a planar waveguide with a balance of gain and loss of a geometry 
as in Fig.l has been proposed by Hans-Peter Nolting [5], and formerly has been analyzed with the 
eigenmode formalism through the use of programs resolving numerically wave equation like Mode 
Solver. Then the interest has been shifted to BPM studies of the problem starting with the results of 
BPM simulation of Ihe structure by the author of this paper [6]. BPM which is a nonmodal method can 
serve very well for the purpose of modeling phenomena of light propagation in such waveguides. A 
BPM benchmark test for waveguide problem with a balance between loss and gain has been proposed 
[7] and its results are reported below. 

A.     Light propagation in a waveguide with gain and loss 

The waveguide structure of interest is shown in Fig. 1: two layers with mutually complex conjugate 
refractive indices are surrounded with a medium of a slightly lower real refractive index. The exact 
values of all parameters are given in Tab. 2. The imaginary parts of refractive indices of guiding layers 
vary in a very broad range: in terms of the power absorption (gain) coefficient a, between zero and 
+104 cm"1. The wavelength X=\ .55um is assumed. 
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nG = 3.252398 - i n" 

nL = 3.252398 + i n"   I 

Als = 3.169355 

qi<•■&(iij'(i,iiH , fa(,■<o> '■-iH^' iii 

II      a^     iA-4 «" = -— X 10 
0.5 um 4* 
0.5 urn      A= 1.55 Mm 

ns = 3.169355 

Fig. 1. The geometry of a two-layer waveguide with gain and loss 

Ä     Notation 

The attenuation or amplification of light propagating in a transparent medium may be accounted 
for via a complex-valued refractive index 

(1) 

and a complex relative permittivity 

n = n -in 

e=«2 = e'-is" (2) 

The relation between the power absorption (gain) coefficient a and the imaginary part of refractive 

index is 

(3) 

where a is in cm"1 and X is in \un. 

Dispersion equation of the waveguide was numerically solved in the complex eejr plane by the 

Newton method [7]. The calculated dependencies of real and imaginary parts of effective refractive 
indices versus the absorption coefficient a are plotted in 

Fig. 2. 

Fig. 2. Effective refractive indices Re{JV} (a) 
and or^-=(4n:/X)Im{7^} (b) versus 
attenuation/ampUfication coefficient a 
a) for a < awn: lossless modes, 
b) for a = abrmch: one degenerate lossless mode, 
c) for a > GW*: the amplified mode is 
concentrated mainly in the region with gain, while 

To     the attenuated mode is concentrated mainly in the 
lossy region. 

C.     Beam-Propagation Method 

For a planar isotropic waveguide a scalar wave equation is valid. Standard beam-propagation 
algorithms deal with a solution to hyperbolic Heimholte equation 

0 2 4 6 8 
Absorption/gain coefficient a [xlO3 cm-1] 

E{z) - E0 exp 'lZ^ + kyr+iko(n-nr)Z 
(4) 

or with a solution to Fresnel parabolic equation 
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i-i; a (5) 
£(z) = £0exp(^^^„2(»2-^) 

where z is the direction of propagation, E0 is the initial field distribution at • «" fj^* " °' 
n = n(x z) I *e refractive index distribution in the waveguide, and nr is die index of retortion_cTa 
refelcelneto k which the free-spac* propagation steps are to be earned out. It is assumed that the 

amplitude, and kr is the wavenumber in the reference medium, K- nr(o/c. 

The occurrence of loss or gain in a medium may be automatically accounted for in the phase 
co^enXXs! by an appropriate exponential change (increase for gam, decrease for loss) of the 
field amplitude according to the imaginary part of 1he refractive mdex n [8]. 

D     Problem set 
A problem has been set to determine the branching point <w value with different BPM programs 

and arches. For a approaching aM there are two different effective refractive mdex values, they 
differ mrealpartfora<cw,orin imaginary part for a >ahraBCh. Close to cw*. 

2NB®S 
2NB \ ®* 

Therefore, the difference of mode effective indices scales with square root of a > a*™* 

Thus, if we restrict ourselves to a two-mode system only, we may expect two kinds of interference 

ßflfects* 

.for a < ow», as the modes differ only in phase velocity in this case, the result is a periodic beating 
wt a spaSrPeriod A proportional inversely to the (real) effective index difference, which in turn is 
proportional to square root of (a« - a ). Thus we expect a linear dependence 

(7) 
 = const.*(a - CLbfanch),    U<abranch> 
A2 

.for a > <w„ the modes have the same phase velocity, but they differ in a way that one is attenuated 
vvht £Tot s mnplified. At long distances of propagation, the domination of the mode wrth garcus 
^tf TherXn constant growth of the field is the result of two-mode mtefrerence Thus, the 

loss coefficient a, which in turn is proportional to square root of a- <w • Thus we expect a linear 

dependence of the form of 

alff = const.x(a - O-branch),   a > abranch > * 

The task consists of three parts, all of them are to calculate branching point abranch value. 

R      Contributors and used methods 

The contributors and their algorithms are listed in Table 1. 
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Institution Equation Numerical 
method 

Boundary 
conditions 

Propagation 
step size 

ffifl FE/FD BPM 

Un. Hageti MoL _ 

Un. Twente FD Efficient lum 

Ac. Comm. Helmhokz FFT BPM Absorber 1/8 urn 

Un. Roma MoL Absorber _ 

F.      Discussion of the Results 

The resulting values of abranch are reported in Table 2. The differences with respect to the analytic 
solution do not necessarily mean errors of the method, because the propagated beam is not a 
combination of two guided modes of the active guide only, but also of a radiation field of this guide. 

The participants to the task have done much of numerical effort to avoid inaccuracies due to 
numerical errors, thus the observed discrepancies should be attributed to different physical models 
modelled by the BPM programs used. In other words, every method used has analysed very accurately a 
little different situation. 

Table 2. VALUES OF abmnch OBTAINED BY THE PARTICIPANTS TO THE BENCHMARK TEST WITH 
COMPARISON TO ANALYTIC VALUE abrartch aml. = 5226.3/cm 

Contributor ^•branch 

1/cm 
^•branch ' ^branch anal , 

1/cm 

HHI 5306 79.7 

Un. Hagen 5236.87 10.57 

Un. Twente 5226.5 0.2 

Un. Twente 5226.9 0.6 

Ac. Comm. 5500 273.7 

Un. Roma I 5242.5 16.2 

II.      BPM MODELLING OF SHG IN A WAVEGUIDE 

This part is devoted to an adaptation of Beam-Propagation Method (BPM) for modelling of Second 
Harmonic Generation (SHG) process in quasi-periodically corrugated planar waveguides. A type I (eoo) 
of SHG has been chosen as a Working example. A model of split-step formalism of SHG has been 
developed. The model involves propagation of two beams: the fundamental (pump) beam and second 
harmonic beam, and is outlined below. 

As a starting point the following coupled set of governing equations has been adopted [9]: 

~£ + Ö la- + 4<*i exp(- jAßg) = 0; 
. da,    a <?2a, 

d%    2 Ss dB,     2 ds1 +flrI
2exp(+yA^)=0 

The adopted numerical model of two beams propagation consists of a sequence of two steps,: 
propagation step, and compensation step. 
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Step 1 involves propagation of the beams only, and diffraction effects. The beams are propagated 
separately, and SHG process is not included in mis step. This is equivalent to uncouple the governing 
equations by assuming the other's wave amplitude =0: 

Ä + I^L + 0 = 0,   («2=0); J^-0+a?exV(+jmhO J et,   2 a? % 
Step 2 involves nonlinear compensation of the amplitudes and phases of both beams. Simultaneously, 

no diffraction occurs, what follows from an assumption of vanishing transverse vanation of the beams, 
i.e. öW = 0. This is equivalent to plane wave propagation. 

;| + 0+a>2exp(-yA^)=0;      J^-i^+0 = 0,   («=0) 

The propagation step of the beams can be easily modelled via standard BPM techniques. The non- 
linear compensation step involves more difficulty. Under assumed conditions, the fundamental (a) and 
second harmonic (2o) field amplitudes are a subject of following nonlinear changes [10]: 

\m= %7t    r nie) rr-       2 

njc «„ 

Y 
~     z\m 

V AaKL J 

/KM. 
1/2 

\X*)=<Wl sn 
K(m) 

z\m 
K^^cNML J 

where the notation of [10] has been adopted. The above amplitude changes are explicitly given and do 
not present difficulty in calculations. 

Similarly, phases of the waves change in the Mowing way [10]: The fundamental and second 
harmonic wave phases are: 

cn„       1 b?r 

dz 

njc        «„, 

K(m) 
Y     z\m 

%Azh $2*0 +^step(z - 2/r^) 
i=\ 

Of the above, the fust only the first expression for fundamental wave phase change is given not 
explicitly, since'it contains an integral. The integral has to be evaluated numerically. 

In quasi-periodical planar waveguide the phase mismatch Aß varies according to the local thickness in 
a given section of the waveguide. Since in realistic corrugated waveguides the thickness variation is very 
small this may be considered as an perturbation in a homogeneous waveguide. This issue and its impact 
on the amount of reflections at the boundaries is currently under study. It is believed that one could 
neglect the reflections. 

In the analysed problem the beams propagate in a planar waveguide, which is a one-dimensional free 
space for the beams. This means that without nonlinear effects the propagation step length might be 
arbitrarily long. However, as the SGH process is sensitive to amplitudes and phases of the interacting 
beams the propagation step should not involve significant amplitude and phase changes. Thus carry has 
to be taken out that propagation steps are not to long in order to properly model the SHG process. 
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As in a standard BPM, for achieving better accuracy with given propagation step, the calculation 
should be started with an initial half-step propagation. For keeping the accuracy of the modelling and 
also to shorten the computational time needed for device modelling, it might be necessary to use an 
adaptive propagation step length. This is due to the dependence of efficiency of SHG on both the waves 
amplitudes, and phase relations. 

For checking the accuracy of SHG modelling in a given waveguide structure it is necessary to 
compare the results with an analytical solution for the geometry considered. Such solutions are available 
when second harmonic beam has zero amplitude at the starting point [11]. 

The above two-beam propagation procedure is actually a subject of further development COST 240 
laboratories in University Roma 1 "La Sapienza", Dipartimento di Electronica, and Institute of 
Telecommunications, Department of Fibre Telecommunications, Warsaw, in order to obtain an efficient 
tool for SHG modelling in planar waveguides, including quasi-periodic corrugation of the guides along 

the propagation. 

HI.     CONCLUSION 

Beam Propagation Method has been successfully applied to analyze non-modal beam propagation in a 
waveguide with a balance of gain and loss. A model of SHG modelling in a waveguide with BPM has 
been presented. 
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MICROWAVE METHOD FOR THE STEP-LIKE RECONSTRUCTION 
OF LOSSLESS MULTILAYERED DIELECTRICS 

V. Mikhnev and A. Palto 
Institute of Applied Physics, Akademicheskaya 16,220072 Minsk, Belarus 

Abstract , 
A novel one-dimensional microwave imaging approach based on successive 

reconstruction of dielectric interfaces using the complex reflection coefficient data collected 
over some standard waveguide band is described. The method is valid for highly contrasted 
discontinuous profiles and shows low sensitivity to the practical measurement error. Some 

numerical examples are presented. 

Introduction .   ,      , ^   +•       ?   „*„uu 
Development of microwave reconstruction methods has drawn attention of notable 

number of researchers during past decade. Existing inversion algorithms are based on 
perturbative Born-type approach or optimization schemes applied to exact integral equations^ 
Unfortunately, all these algorithms suffer from serious problems when discontinuous profiles ot 
high contrast are to be reconstructed. Besides, they usually require the input data to be given in 
an infinite frequency band (at least, starting from zero frequency). It cannot be realized in 
practice, because for each frequency band special measuring equipment and antennas should be 

In this paper a new method of step-like reconstruction, which is intended, for 
reconstruction of the profiles of high contrast is presented. The complex reflection coefficient 
of normally incident wave obtained in a frequency band essentially limited both from upper and 
lower frequencies is used as input information for the reconstruction process. 

Reconstruction algorithm 
The algorithm is based on the Newton - Kantorovich procedure applied to the 

inversion of the boundary problem for the Riccati equation [1]. Let the normally incident 
electromagnetic wave with the wavenumber h is reflected from the interface between air and 
the inhomogeneous half-space. The reflection coefficient r(h,x) and the refractive index profile 
n(x) are related by the Riccati nonlinear differential equation: 

———-2ik0-n(x)nK0,x)+     2ni^ dx 

x 

Let's introduce a new variable t = j n(x')dx', 
o 

(2) 
which represents the optical path length in the medium. 

When applying the Newton - Kantorovich optimization algorithm to (1) transformed 
with the use of (2), one can compute a correcting term An(t) to some initial profile n(t) [1]. 
Successive application of the same scheme using the corrected profile function n(t) + An(t) as 
initial profile allows to obtain the solution of the inverse problem after a few iterations. 
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Unfortunately this approach works well when the input data are given in some frequency band 
starting from zero frequency. In case the frequency band of operation does not contain low 
frequencies the solution becomes unstable. Nevertheless, it was found that the maximal 
derivative of the correcting term &n(t) corresponds to the point of the greatest change of the 
profile (e g interface between layers). Hence, a step can be installed in the initial profile at the 
point of the maximal derivative of AK(0 in such way to provide minimization of the maximal 
modulus of the reflection coefficient at large depth for all frequencies, i.e. minimax criterion is 
used. In short, the computational scheme can be summarized as follows: 

1 calculation of r(h, 0 for some initial profile «(0 at all frequencies from the given 
frequency band by numerical solution of (l)-(2) 

2 calculation of An(t) using the Newton - Kantorovich iterative procedure. Installation ot 

the step into the initial profile at a point of the most rapid change of An(t) ensuring 
minimization of the maximum of \r{h, 01 at large depth over all operating frequencies 

3 updating the profile. Then return to step 1, with the initial profile being replaced by the 
corrected one. The calculations are stopped, when max(|r(^0,0l) at large depth over the 
frequency band of operation is less than desirable error 

4 return to the geometrical depth using reverse coordinate transformation (2). 

Numerical examples 
In this section, the results of numerical experiments are presented. The reflection 

coefficients calculated in the frequency band of 26 to 37 GHz in steps of 0.2 GHz were used as 

input information. ,.. ,, < .    ^ 
Fig.l shows results of reconstruction of a three-layered highly contrasted structure on a 

substrate The quality of reconstruction is seen to be good enough. 
The stability of the method was investigated by adding a uniformly distributed random 

noise to the input data. The magnitude of noise was chosen to simulate measurements with an 
accuracy of 20%. The results of reconstruction of a two-layered dielectric structure on a 
substrate for the case when there is a noise in the input data shown in Fig.2 demonstrate good 
stability of the solution. Therefore, the method is suitable for practical applications. 

The method like others has some limitations. Two most important of them derived 
from numerical simulations are as follows. First, the best convergence of the solution is 
achieved when the reconstruction depth is close to A* = c/2A/, where A/ is the frequency 

StCD 
The resolution of the method can be estimated as t0 =c/2F, where c is the light 

velocity and F is the bandwidth. 

R^lVrcncc 
1 V.A Mikhnev, P. Vamikainen, Profile inversion of stratified dielectric media using the two- 

step reconstruction, Proc. of the 27th European Microwave Con/., Jerusalem, 1997, pp. 

584-588. 
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ANALYSIS AND SYNTHESIS OF IMPEDANCE PLANE 

Yuriy V. Yukhanov 

Taganrog State University of Radio Engineering, Taganrog, Russia 
email: airpu@tsure.ru 

Abstract The problem of synthesis of impedance plane reflecting a plane homogeneous 
wave in a given direction is solved. The law of distribution of impedance is found in 
analytical form. The restrictions on the class of the allowable scattering patterns are 
formulated. Rigorous solution of the problem of the wave scattering by a plane with 
non-uniform periodic reactance is obtained in analytically closed form for the first time. 

Consider solving a two-dimensional problem of the synthesis of an impedance plane in 
the following statement. Suppose that a plane H-polarized electromagnetic wave (Fig.l) is 
incident on the plane S from the direction <pB At the surface S, the Leontovich impedance 

boundary conditions are imposed: 

E  = Z(x)H . (1) 

X 

It is necessary to find the law of 
distribution of passive surface impedance 
Z ensuring the reflection of the plane 
wave in the given direction cpo. 

Analytical representation of the 
incident and the scattered fields as the 
homogeneous plane waves has the 
following form in half-space y > 0: 

/*(xcosq>  +JSÜKP ) -ik(xcos%+ysin%) 
H   = .e " ,  U   =e (2) 

This enables us to find the required law of impedance distribution directly from the 
boundary conditions (1) 

ZM = 0.5 {(cosy„ - cosy0) + /'(cosy„ + cosy0)tgr\x}, (3) 

where v\=k(cos<p^cos(fr)/2; cosyn=sin<pu; cosy0 = sirup**; y* , y0 are the angles of incidence 
and reflection, respectively. 

The condition of physical realizability of the real part of passive impedance function 
defines the restriction on the class of the allowable scattering patterns: The passive impedance 
(ReZ>0) provides a total reflection of a homogeneous plane wave only in the following 
angular sectors: <p0 <q>n; <po> n -<pn. The reactance can ensure such a translation only in the 
backward, <p0=<pn ß-icosyntg(kxcos(f>„), or the specular (p^%-(pn (Z=*0) directions. 
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The question on an opportunity of efficient reflection of a plane wave in any desired 
direction with the aid of reactance is of a special interest. The analysis has shown that the 
reactance determined by the following equation 

Z = iZotg(kxcos<p„), (4) 

creates also a reflected beam in the direction 90 but besides there is still a whole spectrum of 
reflected waves, both spatial and surface ones. If the following condition: Z0 = sin<p0 , is 
satisfied, then, in the reflected field, only two spatial harmonics: homogeneous plane waves in 
the given direction <po and in the specular (mirror) direction 7c-<p„ are present, with amplitudes 

Ho = 2cosy„/(cosy„ + cosy0);    H3 = (cosy„-cosy0)/(cosy„ + cosy0). 

The given solution of the synthesis problem enables ones to derive the formulas for the 
reflection coefficient P from a plane with variable impedance Z 

_ cosy^cosy,, -cosy0)-Z(cosy„ +cosy0) ^ ^ 

(cosy„ + cosy0)(cosy0 + Z) 

which transforms to the well-known expression if Z = const. 
Advantages of the new reflection coefficients are especially clearly displayed in the 

vicinity of the angles of observation 9 = arccos(2cos(p0 +coscp„). 
Consider now a rigorous solution of the problem of scattering of an H-polarized wave 

by the plane y = 0 with a reactance given by equation (4). Note that publications containing a 
rigorous solution of this scattering problem in the closed form are absent for a plane with 
periodic variable impedance (4). 

From the Lorentz lemma, we obtain a Fredholm second-kind integral equation for the 
z-component Hz (x) of the total magnetic field: 

H,(x) = -f- J Z(x<)H2(x<) 14-—d«U+2H:(x). (6) 

By presenting the required function as HI(x) = co&i\xH(x) and using the spectral 
expansion of H(x)  we  obtain the  solution  of the  integral  equation (6)  analytically: 

Ht(x) = 0.5*jl + A + 2Z0£0m_1Gm IDjr"*" - ^üAYhm_fiJC_J^^\ (7) 

where X=4/(D0+AC0); and factor A is determined from the equation of balance of energy at 
the reactive surface y = 0. 

Thus, a discrete spectrum of plane waves travels along the impedance structure. We 
study the scattered field of such a structure. For a fragment of impedance plane of the length 
2L, the scattered field pattern takes the following form: 

m , ^{[(1^)sin<p-Zo(1^)]^ + ^(l + GlSin<p)^- 
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M^(i + G>9)^ + 2Z0£^(1 + Gffläncp) 
sinf/„ 

C, U-x u. 

«-,/?,       ^     .    ■> sin U m ■2^Z0X^(1 + G_rasin<p)-—^ (8) 

where Um = Lflcasp-PmirnJ). Thus the field Äfc) is the same as for an infinite plane. 
In the expression (8), the first two terms are the specular F3 and the synthesized t0 

beams launched by the plane S in the directions <p=7c-<pn and (p=<Po- With normal mcidence of 
the wave, the third term represents the beam F30, which is specular with respect to the 
synthesized beam <p=7t-(p0. In this case factor A has a simple analytical representation via Z0 

A-Jfl-Ztfif/O + Z&jj2. 

As we see, the amplitudes of the beams of a complex image depend on the value of Z0 

Hence, with the aid of Z0 it is possible to control the amplitudes of various beams of the 
scattering pattern. So, the expression for Z0, ensuring a maximum Wo((Po)\ of the synthesized 

beam is as follows:  
Z0 = sin<p0(V2(l + sin<p0)/s_<p0 -1). 

Zero amplitude of the specular beam |F/«v^| is provided by the following condition: 

Z0=/(2-sincp0)sin(p0 . (9) 

30 

In Fig 2, the scattering pattern of a fragment of reactance plane of the width BX that 
reflects a norrnally incident wave in the direction of (p0=300' is given, for the value of Z0 

designed after formula (9) (curve 
1). Curve 2 corresponds to the 
scattering pattern of an equivalent 
conducting strip tilted by the angle 
0.5(<pn-<Po) with respect to the 
angle (p„ of the wave incidence. 

The obtained analytical 
solution of the wave scattering by a 
plane with variable periodic 
impedance (4) can be used for 
determining the total field (7) on 
the curved surface of a body of 
arbitrary shape, if combined with 
the Physical Optics approach 
approximate solutions. 

Fig.2 
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SYNTHESIS OF THE ADAPTED HYBRID REFLECTOR ANTENNAS 

Bohdan Podlevskyi, Petro Savenko, Myroslava Tkach 
Institute of Applied Problems of Mechanics and Mathematics of  NASU 

3"b" Naukova Str.,  Lviv-601,  290601,  Ukraine 
e-mail:kalynjak@ippmm.lviv.ua 

Abstract. One approach of solving the synthesis problems of the adapted 
hybrid reflector antennas (HRA) is proposed. It consists in solving of both 
problems, the synthesis problem of HRA according to the prescribed directivity 
pattern (DP) and the problem of forming the deep gap in DP according to the 
given direction. The variational formulations the synthesis problems are used. 
The mean-square deviation of the given magnitude and the synthesized one is 
chosen as the optimization criterion. 

The suggested approach permits to synthesize the adapted HRA of the 
different structure. In particular, the cuttings from reflectors can be both 
symmetrical and non-symmetrical, and irradiating feed array can have 
arbitrary configuration. The partial directivity patterns of the elements of the 
array can be different for each of them. 

1. Statement of the problem. The spacecraft hybrid antenna systems are 
used, in particular, for the construction of the modern systems satellite 
communication of multy-functional purpose. As rule, they consist of the non- 
symmetrical paraboloic reflector (a some cutting from paraboloidal reflector) and 
the control irradiating feed array. It is supposed that the reflector is situated in 
the far zone in relation to the separate feed element and in the near zone in 
relation to the feed array as a whole. 

Let the field in the far zone is described, using the coordinates of the 
satellite antenna by the angle of elevation 3 and the angle of azimuth (p. We 

assume that the field (partial DP) of the n-th separate beam in the point of 
observation ($,■,(£>;), excited by the unit level of power and zero phase, can be 

presented by the complex vector /„($;, (pj. The feed array in our reseach may 
have general configuration in the sense that the position and orientation of each 
n-th feed element is specified independently. The excitation coefficients and the 
type of the radiation (a co/ & feed) may also vary from element to element. 

We designate the complex factor of excitation of n-th feed element as /„. 
Then, the electromagnetic field of whole system is considered as a sum of the 
partial fields, and the total directivity pattern is given by 

N 

f(Ä,(p) = Ai = 2;iB7tt(a,(p). a) 
n=l 

The value f„ is determined by the physical optics methods. 
2. The synthesis problem of HRA according to the prescribed magnitude 

pattern At first, the synthesis problem of HRA according to _the prescribed DP 
F0 is considered. It is assumed that the magnitude pattern F0 is given in some 

region Ü of angles $ and cp, and F0=0 outside of this region. If the geometry of 
the feed array and the partial directivity patterns of the separate radiators of 
array are known, then it is required to determine the amplitudes and phases of 
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excitation of the radiators ( I = fr,^,...,!*} - is the vector of excitation of the 
feed elements). Therefore, the synthesis problem consists in a finding the vector 
/ minimizing the functional being the mean-square deviation of the synthesized 
and given magnitudes in a some region Ü. Thus, the criterion of optimization is 

writtern as 

° = flk -Ytdn +JJk -Mfdn +ß£w2 > (2) 

where F0
&, Fg and FS, F* are components of vectors F0 and F accordingly m 

a spherical system of coordinates, N is a quantity of feed elements and ß > 0 is 

a some real parameter. . 
The condition of stationary of the functional (2) results in the nonlinear 

system of algebraic equations, which in the operator form is defined by 

(ßE + B)f = q(l) , (3) 
here B is a matrix, the elements of which do not depend from / ( E is a unit 
matrix ). It permits to construct the following iterative process of the system 

solution . 
JM^E + B)-^0^), (4) 

where u is the number of iteration, (ßE + Bf1 ... is the inverse matrix. 
Numerically the obtained system of equations is solved by the successive 
approximation method. The considered problem is essentially nonlinear problem 
and may possess non-unique solution. 

3 The synthesis of the adapted HRA. It is assumed the problem of 
forming the deep gaps in the DP according to the prescribed directions as basis 
of the synthesis problem of the adapted HRA. Let the amplitude-phase 
distribution (APD) in irradiating feed array is given and directivity pattern of 
HRA is writtern by formula (1). ,.       / ,, 

The zero synthesis problem in the DP of the HRA according to the 
prescribed direction ß (Q = (M2) = (sin S cos cp,sin Ssincp) are generalized 

angle coordinates) consists in finding such a vector APD /, forming DP close to 
the output in the whole range of visible angles Ü , and equal zero in the 

direction Q». Last demand can be formulated as an inequality |/(Q„)| <e, where 

s is a small prescribed constant. 
Introduce in consideration the function 

n=l 

where 7(0) is the APD forming output (nonperturbed) DP F0.^ Obviously, that 

F{Q) in all points Q e/2 coincides with the output DP and <P(Q,)= 0. In the 
space of vector-valued functions Hf we introduce Euclidean metrics determined 

by the scalar product and norm: 

n 
Hence, the synthesis problem consists in finding the vector I eHj 

minimizing the following functional: 
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a = 0-AI (6) 

The operator A is determined in accordance with (1).   ., 
Assuming that the system of partial DP of HRA {/nj is linearly 

independent we apply' the orthogonalization process to it. After certain 
transformations we get the representation of the DP array in the 
orthogonalized basis 

F(Q)=Zßn0n(Q)> 
71 = 1 

here {gn} - is the orthogonalized system of the functions; 
N i  v 

(7) 

(8) 
j=n 

where 

-<*jn =Vj>9n) j = l,n-l, 

IX jn 
,2 = n /n(Q)+IX;0jfe) 

3 = 1 

Introducing (7) into (6) and on the base of minimum of the functional a we 
obtain the expressions for the optimal coefficients: 

ßn=(<MB) (9) 
or 

ßn = ß°n -    $o(Q.\Stn(QW , (n = 1,4 (10) 
v n ) 

here the coefficients ß° are determined on the base of output vector /0 by the 
formula (8). If the coefficients ßn are finded according to the form (10) for DP 

F(QZ) and they satisfy the condition (5), then the problem is solved. The known 

vector / forming DP with the created gap is determined as the solution of 
linear equations system (8) with triangle matrix. In the inverse case we find 
coefficients using the following iterative process 

(i+i) =R(J)_ pr'=M F(%4pn(Q)<*Q,(n = l,iv), (11) 
< n ) 

where ;' is the iteration number. 
The offered approach and developed algorithms permit to solve the 

synthesis problems of the adapted hybrid reflector antennas with simultaneous 
forming the deep gap (zero) in the directivity pattern according to the 
prescribed directions. This investigations are proved by the numerical results. 

References 
1. P.O. Savenko, M.D.Tkach The numerical solution of synthesis deep gaps 

problem in the directivity pattern of conformal antenna arrays. Proc. of the 
seminar/workshop "DIPED-97", Lviv, pp.-78-80. 
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THE METHOD OF AUXILIARY SOURCES FOR INVESTIGATION OF 
SCATTERED FIELDS SINGULARITIES AND ITS APPLICATION FOR 

INVERSE PROBLEMS 

R. Zaridze, G. Bit-Babik, K. Tavzarashvili. 
Tbilisi State University, Tblisi, Georgia, e-mail: lae@resonan.ge 

Abstract A simple method for investigation of the scattered fields singularities is P^entol^ 
to shown how this technique can be applied to the synthesis problem of "well-matched 
antenna with predefined pattern. The basic idea is that the wave field corresponding to the 
S pTtl must have'a domain of singularities, and it is determined by these smgulanties 

in a unique way. 

ft isto^ STany wave field carrying the energy into infinity must have the centers of 
radiation, i.e., the singularities in some domain. Otherwise the wave field function must be 
everywhere identically equal to zero [1]. In this paper attention is paid to localization of these 

3
UM A~ „..„.««ti™ tu «TA« wav« field is determined by its own smgulanties in a 

unique fashion. Investigations have shown that these smgulanties are distributed as bnght spots 
and the distance between them depends on frequency: Based on these concepts and on the 
Method of Auxiliary Sources (MAS) [2] a simple numerical method for the field reconstruction 
after its given singularities is suggested. The conesponding mathematical justification can be 
found in [3]. For localization of the wave field singularities, the functions charactenzing the 
converging and diverging waves are used. 

The localization of singularities is used for optimization of the inverse problems solution. It 
is known that the inverse problems do not have a unique solution. For example, for a specific 
pattern the different cunent distributions on the different surfaces can be introduced and there 
fields differ from each other by the reactive part in the near zone. The mam problem is to 
obtain such currents distribution that occupies a minimum volume and produces the minimum 
of reactive field in near zone so that the whole feeding energy is transmitted into propagating 
wave Such antenna is called the "well matched antenna". 

It is assumed that any pattern of the field radiated to infinity should have its own unique 
singularities in a limited domain. On the other hand it is known that a propagating wave is 
analytical everywhere except the domain of its excitation. This is the domain of smgulanties of 
the radiated field, which forms the propagating wave and its pattern. So the problem is to find 
out the location of these field singularities. 

H. General Algorithm of Near Field Reconstruction 
The problem to be solved is to design a "well-matched antenna" that will produce a given 

far field pattern. This is equivalent to the determination of the singulanties of the specific 
pattern Thus the near field has to be determined as it has been discussed previously. 

For this purpose an auxiliary circular antenna is introduced. The far field of this antenna is 
calculated and matched with the given far field pattern by distributing the auxiliary sources on 
the auxiliary surface inside the auxiliary antenna. It is obvious that the near field of this 
auxiliary sources can be easily calculated, therefore using the method of visualization of 
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Figure 1: The geometry of the near 
field reconstructing algorithm. 

scattered field singularities described before the 
singularities of the given pattern (e.g. the location of the 
antenna dipoles) is determined. 

We consider in detail a 2D case, of antenna with a 
pattern F(q>) to be designed. First of all it is necessary to 
obtain the near field corresponding to the specified pattern 
F(q>). This could be done by distributing N sources of 
H[l)(kr) type on some curve S enclosing an area D (fig. 
1). In this case, S is chosen to be the circle of diameter d. 
Here it should be noted that diameter d must not be less 
than some definite value to provide the necessary width of 
the main lobe. This condition is: d > 7J&, where I is the 
wavelength and 0 is the width of the main lobe. The field 
radiated by these sources will be: 

ia„H?(k(r-rn)), E(r) (1) 
n=0 

while the far field pattern will be determined by the asymptotic approach of the expression (1). 
So, (1) becomes: 

lim E{r) = 
2   N 

nkr»=o 

-ik{xn <x&(<p)+yn sin(p))+!- 
(2) 

By using the collocation method to bind the radiated field of these sources in M directions with 
the given one in far zone, the system of linear equations is obtained 

N 
Efl^-*^««.-*.*50«.' =F(<pm)   M = l,2,...., m. (3) 

«=o 

On solving the system of linear equations (3), the coefficients can be determined. They are the 
complex amplitudes of the sources that generate the desired diagram. The accuracy of this 
solution depends on the number N of collocation points. So after obtaining the pattern with a 
desirable accuracy, the field of such sources is known everywhere outside the area D including 
the near field (1). It must be noted that the reactive field of these sources decreases as the 
diameter d increases, since no standing wave is described by these sources. Hence, area D 
should be taken large enough to provide low reactive part of the field in near zone. 

As the near field is known outside the area D, the second step is to continue it analytically 
inside D using the following scheme. Taking into account all mentioned above, the 
continuation of the near field will be also unique up to the singularities regarding the chosen 
area D. Let us choose some curve L outside D, where the near field is known. Assume that N 

sources E^ikr) are placed at some distance from the curve L. These sources act as 

absorbers of the wave, traveling from the area D to infinity. The N chosen sources will 
reconstruct the field at the curve L if 

ibnH™(k{r„-rm)) = E(rm), (4) 
«=1 

where b„ is the complex amplitude of the n-th source, and E(r„) is the near field value at the 
corresponding point on the curve L. If the number N is large enough, the reconstructed field 
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approximates the real one. Since there is a matching of fields on the curve L, there^rnust be 
also matching inside the area D up to the area of singularities of the given near field. So the 
numerical analytical continuation of the near field will be found inside area D. 

HI. Example of the Inverse Problem Solution .     •    • 
Consider one more example of optimizing the inverse problem solution. The aim is to 

synthesize a given radiation pattern, originally generated by two electromagnetic wave sources 
placed at a distance of several wavelengths from each other. The corresponding pattern is 

Figure 2.: Suggested pattern Figure 3.: Field corresponding to the given pattern 

l.OOer-Ol  ».OOe-Ol   1.40e*00 a.OO**O0 
-•.40a-02 1.72*-01   3.BB*-D1   S.03--01   8-1S--01   1.03«*nD 

Figure 4.: Reconstructed field. Figure 5.: Reconstructed coordinates of the sources 
to be found 

shown in Fig 2. and the near field in Fig. 3. With the sources placed at the circle, it is possible 
to reconstruct this radiation pattern, as it has been described above (see formulas (1) and (4)) 
The result is shown in Fig. 4. Then using a set of absorbing sources, the near field is continued 
inside the circle The field obtained in such a way gives two sharp maxima near the area where 
the original sources were placed (Fig 5.). Therefore the information about the field singularities 
is generated- the latter are actually at the points of original sources, and one can note that this 
information was obtained only after consideration of the radiation pattern without a previous 
knowledge of original sources. It is now obvious that by placing in two sources at the 
corresponding point, the desired radiation pattern can be obtained in the most optimal way. 

V. Kupradze," Method of Integral Equations in the Theory of Diffraction, Moscow-Leningrad, 1935 (in 
"RiiccifiTl i 
R, Zaridze D. Karkashadze, et al, The Method of Auxiliary Sources in Applied Electrodynamics, Proc. 
Int. URSISymp. On MTT Theory, Budapest, 1986, 102-106 pp. 
D. S. Jones, Methods in Electromagnetic Wave Propagation, Oxford Univ. Press, 1995. 
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INVESTIGATION OF THE SOLUTIONS OF THE NONLINEAR 
ANTENNA SYNTHESIS PROBLEMS 

M. I. Andriychuk 
Pidstryhach Institute of Applied Problems of Mechanics and Mathematics 

Ukrainian National Academy of Sciences 
3 "b" Naukova str., Lviv, 290601, Ukraine 

E-mail: voi@ippmm.lviv.ua 

Abstract - The antenna synthesis problems according to the prescribed amplitude 
radiation pattern are considered. The variational statement of the problems is used. The 
correspond nonlinear Eulerian equations can have nonunique solution. The finding these 
solutions and investigation of their properties carried out using numerical approach. 

The considered problems concern to inverse problems with the partially given 
information on the radiation pattern (RP). The incomplete complex. RP but only its amplitude is 
accepted as initial RP. Thus the choice freedom of the RP phase is used as additional 
possibility for better approximation to the prescribed amplitude RP. The variational statement 
of the problems is used [1], namely it is required the incomplete coincidence of the received 
amplitude RP with the given one, i. e. only the best approximation to it. 

We consider the functional 

K = (F,|/|)//||«|| 0) 

as a criterion of the optimization. Here F is the prescribed amplitude RP (real positive 
function), |/| is the module of the synthesized RP. The functions F and / concern to 
Hilbertian space Hf of the radiation patterns, (•,■)/ is the inner product in this space, ||w||is the 

current norm in the Hilbertian space Hu of the currents. 
The radiation pattern / and forming its current u in the antenna are related by the 

formula 

f = Au. (2) 

A is the known linear limited operator. In the case of the plane curvilinear antenna the 
operator^ has the form [2] 

f = Au = j u(S)exp(ikr(q>') cos(cp - (p'))^.. (3) 
s 

The inner product (•,•)/ in the Hilbertian space Hf is determined as 

271 

(/,/)/ = J/?(<P)/(<P)/*(<P)<*P, (4) 
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p($) > 0 is the weight function, 9 is the angular coordinate in far zone. The inner product 

(u,u)u in the Hilbertian space Hu, is determined as 

(u,u)u = \u{S)u\S)dS^ (5) 
s 

where dS . = Jr2+ (dr/dyfdq>', q>" is the angular coordinate in the antenna. 

The complete complex function u is necessary to determine in the amplitude-phase 
synthesis problems, but only its phase \|/ in the phase synthesis problems is determined, here 

U =| u\ exp(/\|/). We receive the corresponding nonlinear Eulerian equations 

u = MA\Ftxp(iargAu)), (6) 
K 

\|/ = arg(A * (F exp(/ arg Au))) 0) 

for the amplitude-phase and phase problems respectively using the standard technique of the 

variational calculation. In the equation (7) the nonessential positive multiplier — is omited. 

The operator A* is adjoint to A, it is determined from the condition 

(Autf)f = {u,Ay\. («) 

The equation (6), (7) are nonlinear integral Hammerstein equations [3], if operators ,4 and A* 
are determined by formulas (3) and (8) respectively. 

The changing of the characteristic^ electrophysical parameter of the equations (6), (7), 
contained in their kernel, leads to the appearance of the several solutions. The analytical 
investigation of a number of these solutions and their properties is difficult problem 
(particularly for the equation (7)), therefore the numerical approach is used. For the numerical 
solving these equations the successive approximation method is applied. The calculation 

carried out by the formulas 

^•(FexpC/arg^aJ), (9) w„+i = 

¥n+1 = arg(^*(Fexp(/arg^M„))). (10) 

The successive approximation method is applied to the various types of the initial 
approximations for reception of the various solutions [4]. 

The numerical calculations were carried out for plane circular antenna (r(q> ) = a, a is 
the antenna radius). The results are presented for the phase synthesis problem. The prescribed 

amplitude RP were  Fx (cp) = sin2 (9 / 2)   (a) and  F2(q>) = sin8(cp/2)   (b).  As the initial 
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approximations for the desired phase distributions next functions were prescribed: 1 - v|/ = 0; 

2- v|/ = 0, (0<9 <7c),\|/ = 7i (7c<cp'<27t); 3- v|/ = sin((p'); 4 - \j/ = cos((p); the amplitude 

distribution of current \u\= 1. In Fig. la, b are presented normalized values of K functional 
which correspond to solutions of (7). These solutions are obtained using the iterative process 
(10) (the curves 1-4 correspond to various types of the initial approximation). At the small 
values of ka for the prescribed amplitude RP Fx and F2 exist two and three solutions 
respectively. The new solutions appear if the value of ka increases. For more exact 
determination of the branch point of solutions is necessary to apply analytical approach. 

The synthesized amplitude RP |/| corresponding to the curves 1 and 2 in Fig. la, b 

respectively and the prescribed amplitude RP F are presented in Fig. 2a, b for ka = 5. 

1 -K 

4 

1      .. 

""*/ 

^ 

3 

0.8 

0.6 

ft  A — 1    11  I,..,       I  .    -li ka 
3     3.5     4     4.5     5     5.5     6     6.5     7 

Fig. lb. 

1 F, 1/1 
DG4\ 

0.8 

// \F 
0.6 

' 
\2 

0.4 

0.2 

n ■           — • —i— 

7vi / 

■                     ■ 

Fig. 2a. Fig- 2b. 
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SYNTHESIS OF IMPEDANCE REFLECTOR 
WITH GIVEN SCATTERING CHARACTERISTICS 

Yuri V. Yukhanov, Sergey N. Sorokin 

Taganrog State University of Radio Engineering, Taganrog, Russia, airpu@tsure.ru 

Abstract - The problem of synthesis of an impedance reflector having, at the working 
wavelength, the same radar cross-section as some perfectly conducting reflector is considered. 
Analytical expressions for determining the distribution of components of tensor of surface 
impedance for the synthesized reflector are obtained. The influence of the shape of reflector on 
its frequency-selective properties is investigated. 

We shall consider a problem of synthesis of a reflector with the given radar cross- 
section (RCS) and frequency properties in the following statement. 

Suppose that, in the free space, a three-dimensional reflector is located, on wnose 
surface the Leontovich impedance boundary conditions are imposed. The surface of impedance 
reflector is assumed to be a body of rotation, the contour of whose longitudinal section is 
described by the equation p(0). The tensor of surface impedance, in order to eliminate thermal 
losses is assumed as corresponding to a closely spaced mesh of purely reactive strips (Fig. 1) 
In some volume V0, located in the far zone of reflector, there distributed are electrical and 
magnetic currents. They generate, in space V, a locally plane electromagnetic wave that 

propagates along the direction (ßp,<pp) and excites the impedance reflector. It is required thus 

to determine a distribution of components of tensor of surface impedance, such that in the 
backward scattering direction the RCS of the synthesized reflector is same as RCS of some 

reference perfectly conducting reflector with a surface S0 
As a reference reflector, another 
body of rotation is used, the contour 
of whose longitudinal section is given 
by the equation p0 (0O). The reference 
reflector is located coaxially with the 
impedance reflector. 

The formulated above 
problem is solved by the method 
developed in [1]. For the solution it 
is necessary that the radius of 
curvature of reflector is much greater 
than the wavelength. It enables us to 
use the Physical Optics 
approximations. A natural way of 
solving the problem implies 
introducing   a   local   system   of 

coordinates {n,^}. Here » is the normal vector to the surface of reflector, v is the 
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tangential vector to the contour of the surface longitudinal section, i9 is the unit vector of the 

spherical system of coordinates centered at the axis of symmetry of reflector at some distance 
from its top. In this case the tensor of surface impedance takes a diagonal form. For 
determining the distribution of components of this tensor of impedance we shall act as follows. 

First we derive the expressions characterizing the fields scattered by impedance and 
reference reflectors. By equating them in the direction of backward propagation, we obtain an 
integral relation for the unknown components of impedance tensor. Then we shall find these 
components based on the condition of identity of phase factors in the integrand functions^ As a 
result we shall come to a set of two equations, which appear not solvable analytically for an 
arbitrary direction of propagation of the incident field or if the reflector surface is not a body of 
rotation [1]. The analysis of the obtained equations shows that for an arbitrary direction of 
propagation of the incident wave, the distribution of components of the tensor of surface 

impedance Zn,Z22 depends on the both of angular coordinates 9 and <p in a complicated 

manner. , 
In the most important for practice case, when the incident wave propagates along the 

axis of symmetry of reflector, the derived set of equations splits into two independent 
equations'. 

Xn =tg(A0/2)/cosrp;X22 =<w/s(Ao/2), 
where cosyp = n0stn9 - nrcosO;   A0 = 2fc(p cosO - p0 cos&0) 

Xn =Zn IW,X22 =Z22 
IW > w =1207C 0hm is the free space mVQ6mce> 

nr,ne are the projections of a unit normal vector to the surface of reflector on the vectors of 

the spherical system of coordinates; k = 2nl X. The angles &A are connected by the 

equation p sin 0 = p 0 sin 0 „. 
The analysis of the obtained equations shows that with an axial direction of 

propagation of the incident wave, the distribution of components of the tensor Z depends 
solely on one angular coordinate G, as the impedance and the reference reflectors are the 
coaxial bodies of rotation. The results of computations enable us to make a conclusion that if 
using an impedance reflector shaped as a body of rotation, the distribution of components of 
tensor of the surface impedance quickly changes along the generator of reflector. The period of 
variation of components of impedance tensor and its uniformity along the generator of 
reflector is determined the shape of the latter. So, in the case of circular cone used as reflector, 
the period of variation of the impedance-tensor component remains constant along the 
reflector generator. 

The obtained formulas were used in the computations of the monostatic scattering 
characteristics of the reference and impedance reflectors. So, for a flat impedance reflector 
simulating a conical reflector with the tip angle of 90 degrees, the sector of angles of 
competitive values of the RCS patterns is ±2°. Further we investigated an opportunity to 
simulate a flat perfectly conducting disk by an impedance conical reflector. The analysis of the 
obtained results shows that within the approach of Physical Optics, in the axial direction RCS 
of impedance reflector is equal to RCS of a perfectly conducting disk. The sector of angles of 
close values of the scattering characteristics is ±5°. For the estimation of sector of angles of 
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competitive levels of the scattering characteristics, in the case of axial excitation of reflectors, 
the following analytical formula was derived: 

A8 < 2 arcsin   ^n/16 k sup |p0 cos 90-pcos 9|, 

where sup means the upper limiting value of a function. 

The analysis of the latter expression shows that the sector of angles of concurrence> of 
the patterns is determined by the difference between the shapes of reflectors^ is visible that a 
edSTofshape difference between the impedance and the reference reflectors leads to a 
Iwth of the size A6. The results given by this formula are in good agreement with 
estimations obtained by means of computing the scattering characteristics 

The properties of the synthesized reflectors were further investigated in a frequency 
range It was supposed that the obtained distributions of components of surface impedance 
Zr weTrealSed by a closely spaced system of grooves of variable depth. It has been 
shTn Zthe frequency-selective properties of an impedance reflector are determined by rts 
WFor reducing the RCS of a reflector outside of a working band of frequencies it should 

beTbricated as m elongated body, for example as a circular cone with a small tip angle. 
JSHU characteristics in this case have a resonant cnaracter. its wictn * 
dTteSned by the tip angle value of a conic reflector.. A variation in the wavelength of the 
"fieldResults in the deformation of scattering characteristics of impedance reflector 
The "er of deformation is determined by the shape of impedance reflector and the change 

of frequency. 

Interesting results were obtained for an impedance disk simulating a conical reflector 
with a   nSl tip angle. It is known that RCS of a conical reflector m the axial direcüon 
decreases with a reduction of the reflector tip angle. The analysis has shown that RCS of an 
San e reflector at the working wavelength of the incident field is the same as thai ofa 
rXence perfectly conducting reflector. However, changing the wavelength of the modert 
wSKfaa growth of RCS of impedance reflector. The latter can be explained by the fact 
„Ttheoo  in distribution of components of surface impedance tensor at the working 
wllength results in a mutual cancellation of the fields scattered by various dement of* 
surface of a reflector. With a change of the frequency of the incident field, the phase 
Slices between the fields scattered by various sections of the surface of reflector 
t£S£ Srbances that results in the growth of RCS. In the opposite case when 
SaTe cone is used for modeling a perfectly conducting disk, the obtained distnbu ion of 
Ä surface impedance tensor should provide, in the axial direction, an addition of 
TfieWs scattered by the elements of a reflector surface^ Therefore a change of the 
wavelength of the incident field results in reduction of reflector RCS. 
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NEW RIGOROUS SOLUTION OF SOME ANTENNA SYNTHESIS PROBLEMS 
ACCORDING TO PRESCRIBED AMPLITUDE RADIATION PATTERN 
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Abstract. The problem of the least-square minimization of the difference between the prescribed 
and obtained amplitude patterns is solved for the linear antenna in the closed form with a limited 
number of complex parameters which are calculated from the set of transcendental equations. 
The number of parameters depends on the electrical length of antenna. Numerical results 
concerning two concrete problems are presented. The method is extended to the equidistant 
linear antenna arrays. 

The results may be applied to other problems described by the continuous or discrete 
Fourier transformation. 

One of the approaches to the antenna synthesis problem according to the amplitude 
radiation pattern consists in the least-square minimization of difference between the 
prescribed and obtained amplitude patterns. This problem was formerly reduce^ to a 
non-linear integral equation [1]. The equation has nonunique solutions branching out 
when the electrical antenna size increases. This equation was solved and analyzed 
numerically. 

For the case of linear antenna, the above problem may be analytically reduced to 
a finite set of transcendental equations in some unknown complex parameters [2]. In 
this case the functional to be minimized has the form 

°=](F(d-\A$dt- (1) 
—CO 

where F{%) is the given amplitude pattern (a finite positive function with the support 

[-1,1]), /(£) is the obtained radiation pattern 
c 

/(£) = Jw(x)A?x, (2) 
-c 

c= kasina is a dimensionless parameter of the problem, u(x) is the current distribution 
at the antenna, £= sin ,9/sina is a generalized angle coordinate, 2a is the angle outside 
which F(%) = 0. The problem is reduced to the nonlinear integral equation 

The current distribution at the antenna is calculated according to the solution of (3) by 
a simple formula [1]. 

It is proved that 
?M = g&M)l\pM\ (4) 

where g(# = \\ sign(£- £,.),    £, are possible zeros of /(|), 

PM-W-nA (5) 
N is some integer dependent on c, T)„ - Tjm * 0, n, m -1,2,..., N. 
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The complex parameters r\n satisfy the following set of transcendental equations: 
(6a) 

f_F(t)g(®?cosc{/\PN(t)\dt = Ot (6b) 

n=0,l,...,N-L Relation between the number of multipliers in (4) and parameter c is 
described by a simple inequality. ,,.. 

The branching points of the solutions are such values of c at which the equations 
(5) are satisfied for different values of N simultaneously. 

In Figs. 1-3 the results concerning two cases, /;(4) = 1/V2, £,(£) = ! and 
F2(& = sin3\%, g2(£ = sign£, are presented. Typical dependances Rerjn (solid lines) 
and Im f]n (dotted lines) on c is given in Fig. 1 for the first case. The curves are indicated 
bv numbers equal to the values of N in (5). Fig. 2 shows the optimal values of a (solid 
lines) and values a, of the functional at Im/(0 = 0 (dashed lines). Dotted lines denote 
borders between intervals with different values of N in the optimal solution. Numbers 
at the curves are the same as the subscript of F. Dependance ofjte synthesis 
eflectivity" Q(c) = (c0-$lc on c, where c0 satisfies the equation c(e)-<70(c0), is 
presented in Fig.3. This value shows how much the antenna can be shorted due to 
choosing the phase pattern. 

3 4 5 6 7 8 9 10 
J C 

Fig. 1. Parameters in solutions of nonlinear equation (3) 

The results are generalized to the equidistant linear antenna array with d as the 
distance between its elements. In this case the functional to be minimized has the form 
(1) with integration over {-nlcnlc) where c=kdsin a. In this case the integral 
equation for the optimal pattern is [1] 

f(p)-± 1
fsin(Mc(|-^)/2)ir( )giarg/(l) 

ni)    2*1 sin(c(£-<f)/2) 
(7) 

where Mis the number of elements in the array. Formula (4) is substituted for 

<*-*** = MPAWM (8) 

with T= tan(c£/2). Accordingly, the equations (6) are substituted for 
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|1/(^)g(^)^s{n(cM^/2)Vl77/|PAf(T)|^=0 (9a) 

lF{M^^S(cM^I2)^W/\PN{r)\d^0. (9b) 
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ARBITRARY GEOMETRY 
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ABSTRACT. 

Universal phased array pattern synthesis procedure is considered. Radiating 
elements mutual coupling is taken into account by using the array impedance matrix. The 
procedure is applicable to arbitrary array geometry with N radiators of any arbitrary sort. 
The required array pattern is specified at M prescribed points with a restricted sidelobe 
level The pattern synthesis is considered as a gain maximization process with arbitrary 
additional conditions. The variational principles are used to obtain the initial 
annrnvirmtmn than this solution is to be corrected by using some iterative process. Only 
the active part of the impedance matrix is needed to be known for the problem solving. 

1.INTRODUCTION. 

There are three main kinds of the antenna array synthesis problems. They are the 
problems of approximation, interpolation and optimization. 

The first ones appear when it is necessary to provide a required beam shape. In 
this case the required pattern is stated as a function, which is determined in the whole 
angular domain and includes the sidelobes. That is why rather large computational efforts 
are needed for minimizing the aim function in the whole angular domain. For example, 
the Chebyshev-synthesized pattern has one and the same sidelobe level even for the far 
lobes. This is the reason of a gain value decreasing. For the practical needs, important 
parameter is only the level of the sidelobes but not their shapes. 

Interpolation synthesis problems are somewhat closer to the practical needs be- 
cause their solutions provide the pattern control at several prescribed points. If the num- 
ber of elementary array radiators is large, it is possible to tune the sidelobe level by 
choosing prescribed points in the sidelobe domain. However, the intervals between these 
points cannot be controlled. Introducing an additional number of points mcreases the 
problem «dimension» and hence the computing expenses. Besides, interpolation problem 
solutions do not enable one to minimize the radiated power (i.e., the norm of currents). 

The most realistic problem formulation is to determine the distribution of the cur- 
rents that provides a coincidence between the required and the realized patterns at a fi- 
nite number of points and satisfies a prescribed sidelobe level restrictions. This formula- 
tion implies only the upper sidelobe level restrictions and does not require the coinci- 
dence of the patterns at the sidelobe domain. 

2.PR0BLEM SOLUTION 
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The first step in the problem solution is the pattern synthesis procedure, which 
provides a maximum directive gain and coincides with the required pattern at M pre- 
scribed points: 

G(6{, ft)-> max, with   F(0m,<pj = am, (m=\2,...M). 

(1) 

The first condition in (1) is equivalent to F(3,ft) = l and Pinput =V 'lrl'ri'> 

where G(3,ft) »the ««9 S^ W«»*.) ** ^ Pattem valueS at Prescribed points' 
/^ is the array input power, .(/* is the row-matrix of conjugate current distributions, 

i)is the column current matrix, [r] is the rectangular matrix of the real parts of input 

impedances. ...    .      f , 
This problem can be treated in the variational sense, i.e. as minimization ot tne 

functional given by 

M 

Mm are the Lagrange factors, (f{Om,(pm) is the row-matrix ofarray radiators at {0m,<pm) 

-directions. In the minimum of (2) its first variation is zero. That yields the following cur- 
rent matrix: 

m=\ 

Unknown expansion coefficients pm can be calculated by solving the following set of 

linear algebraic equations: 

^Af\Ok,<Pkyf(Om,<Pm)) = -am,   (k = %2,..M). (4) 
m=l 

The realized pattern is the following one: 

M 

F(0,<P) = -Zä •(/•(OJ-W -AM)• (5) 

m=\ 

This pattern can have the sidelobe amplitudes higher than the prescribed limit 
value/'. 

So the next step in the solution is to correct the «initial» pattern (5) by adding 
some new control points (0m,<pm) to the synthesis conditions (1). The prescribed pattern 
values at these points must be equal to /. Then the procedure is reiterated. To solve the 
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set (4), the number of control points M can not exceed the number of array radiators N 

minus one. 

Proposed synthesis procedure, in the simplest case when the number of pre- 
scribed points M =1, provides a pattern with maximum gain in the direction (3, ft) 
without any other restriction [1], ForM> 1, the current distribution (3) can be treated as 
a linear combination of the several simplest (i.e., corresponding to M =1) distributions. 
Each of them provides maximum gain in the corresponding direction (0m,<pm). In the 
iterative process, such «partial» patterns develop a minimum distortion of the initial pat- 
tern. By using functional analysis techniques one can prove the iterative procedure con- 
vergence. A great number of sample synthesis computations have shown that normally 
only several iterations are needed for problem solving. 

If M = N, the pattern (5) coincides with prescribed values at the points (0m,<pm) 

without any gain maximization. For M > N, only a mean square approximation can be 
provided. The same conclusions can be done in the case of traditional interpolation syn- 
thesis problems. 

One of the main features of the proposed synthesis procedure is that it takes into 
account the array elements mutual coupling. Only real part of the impedance array matrix 
is needed for the problem solving. Its computation is much easier than a full complex 
matrix determination. 

There are no any limitations either on the radiator type or on the array geometry. 
Polarization properties can be calculated if the radiator pattern is a vector function. 
Several examples of numerical synthesis of cylindrical array patterns, both in the azi- 
muthal and in the axial planes, with specific shapes and differently limited sidelobe levels 
in different angular sectors will be presented. 

3.CONCLUSIONS 

Effective iterative procedure has been proposed for an arbitrary antenna array 
synthesis based on the gain optimization process with some additional restrictions. 
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ON THE STRUCTURE OF THE SOLUTIONS OF THE ANTENNA SYNTHESIS PROBLEMS 
ACCORDING TO THE PRESCRIBED AMPLITUDE DIRECTIVITY PATTERN USING THE 

REGULARIZATION FUNCTIONALS 
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Abstract. It is known, that the antenna synthesis problems according to the 
prescribed amplitude directivity pattern belong to the class of essentially incorrect 
problems The absence of the demands to the phase directivity pattern under the 
conditions of the problem should be used as the additional possibility to improve 
the approximation of the synthesized directivity pattern (DP) to the given one. At 
., ,■     ir,„ „„„K„„„T.U*T ~f +v.-> vM-^wioi-r. tootle +<-, +v»o "onuniaueness of the the same time, the noniineanty Ux .uc ^x^x^xxx x^^ ^ «- -i^^^— 
solutions that complicates the process of numerical searching the solutions. In this 
report the investigations of the quantity and quality characteristics of the existing 
solutions, based on the methods of functional analysis, is given in the cases of the 
linear antenna and the antennas with plane aperture and their discrete analogy 
(antenna grids). It turns out, that the quantity and the quality of the solutions 
depend on the value of the electrical size of the aperture, on the value of the space 
angle (where the DP is given), and on the quality of DP. 

Statement and Solution of the Problem. Let / be the DP of the radiating 

system, prescribed by the linear quite uninterrupted operator A(c) acting from the 
Hilbert space of the apertured functions Eu into the space of the realized DP Hf 

f = AU = Aj) + AvU. (1) 
The form and the properties of the operator A(c) = {Aa,Acp} depend on the type 

and geometry of the radiating system. The parameters characterizing the 
electrical size of the aperture (named as the main parameters of the synthesis 
problem) are contained in the operator A nonlinearly, - as a rule. The variational 
problem consists in searching such function of the amplitude-phase distribution of 
the fields (currents) Ü on the aperture, minimizing the regularization functional 

cß = Fa AM 
-Hl2 

+ vktf +WI • '  (2) 

It  consists  of  the  mean-square  deviation  of  modules  of  the  synthesized  DP 

7| = (/a+/<P2)1/2   and  Siven  one   lFl = (F» + FiT>  and limiting  the  norm  of  the 

aperture function. 
The problem of searching the points of minimum is reduced to finding the 

solutions of Euler's equations of the regularization functional ap relative to either 

optimal amplitude-phase distribution (APD) 

0=-A;A,ü - A;AP+AH v-***)+4( Vars^) <3> 
of the fields (currents) or  optimal synthesized DP / 
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m = -A,Alh - A,4f + A,Al(F^) + ^( V"87'), 
ß/, = -\Aiu - 4p4/+4p4( Var8/9)+4p4( V^) (4) 

These equations are the equivalent ones. They include besides the nonlinear 
operator of Hammerstein's type the self-adjoint negative halfdefmed linear 
operator in the right parts. 

It shoud be noted, that for the analytical investigations the equation (4) in 
regard to synthesized DP is more simple. The equation (3) relative to the optimal 
APD is prefered for searching the numerical solutions for the antenna grids. 

The existence of the solutions of the equations (3), (4) is proved by the 
following theorem. 

Theorem Let the operator A acts from the complex Hilbertian space of the 
vector-valued functions Hv into the complex space of the uninterrupted functions 
Hf with introduced integral metric, and it is quite uninterrupted. Then, the 

functional oß take on the minimal value at some element of the space ^v, t„z 

equation (3) in the space Hv and the equation (4) in the space Hf each has at least 

one solution. , 
It is shown, that in the case of arbitrary positive value of the mam 

parameters c of the problem the Euler's equation (4) has at least two solutions 
/ f2 in the region of the real-valued functions. We shall name these solutions as 

primary ones of the first {f{) and second (/2) type. The solutions for the linear 
antennas and for the grids should be written in the evident form. The 
characteristic peculiarity of the primary solution of the second type is that at some 
points of the region Ü, in which the main lobe of the necessary amplitude DP is 
given it becomes equal to zero. When the main parameters of the problem are 
little 'the primary solutions minimize the researched functional (2) The efficiency 
of the primary solutions depends on the properties of the given DP F . If the given 
DP at some internal points of Q, the region of its definition,^ equals to zero, it is 

more effective to use the primary solution of the second-type f2. 
With the growth of the value of the main parameter C, the complex 

solutions which are more effective (in the sense of the value of functional (2)) than 
the primary ones, are branching from the real primary solutions. The branching 
points of the solutions can be found by solving either the corresponding systems of 
transcendental equations or the generalized eigen-value problem with the 
nonlinear spectral parameter. The corresponding iterative processes are built and 
their convergence is proved. It is shown, that the branching points of two types 
exist for every primary solution. The results of investigations of branching the 
solutions at every point are given. 

The general structure of the solutions can be shown in the form of two 
"trees" of the solutions. The "trunks" correspond to the primary solutions and the 
"branches" to the branching solutions of a certain type. The "tree" of the solutions 
of the linear antenna synthesis problem is shown in the fig. 1, in the case when DP 
has form F(Z,) = \ The primary solution is denoted by f^c), and the branching 
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solutions are denoted by f$<£,c) (n=l,2,3). The points of branching of the first 

and the second types are denoted by c\j\c^\ where j is the number of the 

corresponding branching points, c\l) is the branching point of the first branched 

solution. 
The investigations of the solutions of Euler's equation (4) for the antennas 

with plane aperture in special cases is based on modelling the problem of synthesis 
of a plane aperture by two independent synthesis problems of linear aperture. The 
dependence of the number of the solutions, branched from the first primary 
solution of the synthesis problem of the antenna with plane rectangular aperture, 
on the main problem parameters, is shown in fig. 2. The given amplitude DP has 
two planes of symmetry, c\J\c\j) are the points of branching of the primary 

solutions. 
The equations (3) are solved numerically by the successive approximation 

method according to the implicit scheme 

vun+l + 4A,un+l + <4Ä+1 = 4(Vars^+1) + 4(Varg^»'). (5) 
The convergence of iterative process is proved. To receive the solution of either 

type, the initial approach of it should be taken in a certain way. The numerical 

examples of synthesis of some given DP and the structure of their solutions are 

presented. 

(2) 
C2.1 

c(2) 
4,2 

HA 

(i) 

7 21 35 35 49V-. 

5 15 25 25 35 J 

5 15 25 25 35 \ 

3 9 15 15 21 

1 3 5 

.... 

5 7 

n        JP        -w       A® V Cl,l cu %2 

Fig. 1. Fig. 2. 
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Abstract. The paper deals with a theoretical and numerical study of nonlinear inverse 
problems of time-harmonic wave suppression in regular three-dimensional waveguides^ In 
these problems the field, which is generated by a primary source is given and it is required to 
suppress it completely or to rninimize it by the action of secondary sources. The problems are 
considered as the minimization problems of some cost functionals. The power radiated to the 
far zone of the waveguide or the potential energy of the field in some bounded domain of the 
waveguide are used as these functionals. The coordinates and amplitudes of the secondary 
antennas play the role of controls. Each of the mentioned functionals is a quadratic function of 
the complex intensity and a nonconvex general function of the point source coordinates^ 
Efficient numerical method for solution of these problems is developed and some resuu« ui 
numerical experiments are discussed. 

Suppose that D-DH ={*=(*, y, z)eR3:0<z<H,-d/2<y< d/2, -co < x < «,} is a regular 
three-dimensional acoustic waveguide of the depth H with a pressure-free upper boundary 2-0 
and rigid other boundaries. Other parameters are: the frequency © > 0, constant density p>0, 
and the variable sound velocitv c{z) e IT(0,H). Denote by fo#) a point monopole with a 
center x, = (x,j>,,z,) e D and a complex amplitude q,. Direct problem of the sound radiation in 
the waveguide D, generated by N monopoles tjyfa MX-Jf, consists of finding a solution 
(acoustic pressure) p of the Helmholtz equation ^ 

in D, satisfying the radiation condition as *-» °o and the boundary conditions 

/> = 0at z = 0, |f = 0 at z = #,  * = 0 Ay~±d!2. (2) 

IfwesetZ)+={x€D:x>jc+>x:j,y=l,2,...^},r={xeZ):x = 3(}then,byusingthe 
Fourier method, the solution of the direct problem can be represented mD as [1] 

/<xfy,*)*/£tc^.(*j)91,(*)x.(y,)x.(y)e^<-(*-^)>-     & 

Uanr\m={m-\y*ldt ^(y) = (\Id)m, tm{y) = J2llcos[r\m(y+dl2)lCiln = &-r\2
m, 

%% and(p„ are the eigenvalues andnormed eigenfunctions of the spectral problem: 
<P"(*)+[*

2
00-2;

2
]<P = O, <p(0) = o,<p'(A) = o. (4) 

It is well-known that % >\\ >...>¥„ ->-»as w->°o. Also, we assume that 
taC £ 0 and CL s V. ~ rfn* 0, V(/M,n) eNxN. 

Suppose that L is a number of all pairs (m,n)e NxN for which tf- r^>0, and every such 
pair (m,n) corresponds to a single subscript / which varies from 1 to L. Denote by A -A(xj) the 
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rectangular LxN - matrix with the components ay =C^2<P»(^)X«0'y)exP(-*C«.^)» and 
q=iqhq2,... ,qN). If in £+, besides of the field (3), there is a (primary) field 

A(w) = -i I j=Vn(z)%M™P(Knx) (5) 

with given coefficients #„„ generated by a noise source, then the powers Pip) of the field/?, Pb 
of the field j?& and P(p+Pb) in D+ are determined respectively by [1] 

p(p) = hu^'P" = i1*'P0? + Pb) = iPq " b&»ba!<Ä'A.-.A). 
The analysis of the formula for P(p+p&) shows that this formula contains 4JV+L parameters: 

JV complex amplitudes %, L complex coefficients ß} and 3N coordinates xjy y, z3 of the point 
sources. Denote the 3xN matrix (lattice), which consists of coordinates xJt y3, zJt j=l,...fl of 
considered monopoles, by Z and the corresponding discrete antenna by (Z,q). So one can 
write, in particular, that P(p+pb) = ./i(Z,q,b). Hence, we can pose several inverse extremal 
problems, each of them corresponds to a case when a part of the parameters is fixed while the 
others are to be determined. For example an interesting problem is to minimize the power 
P(p+pb) inD+. This problem is the inverse problem of active minimization (suppression) of the 
time-harmonic acoustic fields that has a great practical importance [1,2]. Another control 
problems are connected with minimization of the functional J2(Z,q,b) which describes the total 
time-average acoustic potential energy, and the functional </3(Z,q,b) which describes the sum 
of the squared sound pressures at a number of discrete locations. The role of controls is played 
by the array Z and the strength vector q for all these functional. 

Now we formulate mathematically some inverse extremum problems. Let Qs = [0 < x < 
x+]x[-d/2+S<y< d/l-5\x[5<z< H-6\, where <S>0 be fixed. By B we denote a set in CN 

formed by the vectors q=(qu...,qN) for which ||q||2c„ =|?il2+-+fe|2^öo- Here Q0 is a 
parameter which has a sense of restriction to the power supplied to the antenna (Z,q). Let J is 
any functional of Jh J2, Ji- We are interested in the following minimization problems: 
Problem 1. Given an integer N, and a vector b in <? , find a discrete antenna (Z,q), Ze Of, 

qe5 such thatJ(Z,q,b) ->inf 
Problem 2. Given an integer N, a vector beC1 and an array Zoe Qf, find a vector qe£ such 

that J(Zo,q,b) -»inf. 
The last problem in which the coordinates of the secondary point sources are fixed, and it is 

required to find the complex amplitudes 4, by minimizing the corresponding quadratic 
functional, has been studied in [1]. An efficient stable method based on regularization method 
and incomplete singular factorization has been developed. Using this method we have 
developed the algorithm (Algorithm 1) for solving nonquadratic Problem 1 for the two- 
dimensional waveguides in [3-5]. It is based on using the enumeration type technique with 
respect to coordinates of monopoles on some two-dimensional grid and the above method with 
respect to monopole amplitudes. Here we investigate the capabilities of Algorithm 1 for a 
three-dimensional homogeneous waveguide D with the parameters c=4450 m/sec, «o=20^ 
taken from [1], in the case when the primary field is generated by a unit monopole located at 
the point (0,0,z0) with z0=H/2. For Problem 2, the secondary array was in the form of a vertical 
one Z={0,0,zo -jh: j=l,2,.~,N, h=20 m), located at the z axis. The results of solving Problem 
2 are shown in Fig. la where the curves 1, 2 and 3 describe the dependence of the magnitude 
of the power suppression (in decibels) \AP\äB=lO\log,[P(p+pb)/Pb]\ on N for the depth 
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#=1000m and Q0
2 equal to 1,3 and 10 respectively. The results of solving Problem 1 by using 

Algorithm 1 are shown in Fig. lb where curves 1,2 and 3 characterize the dependence of 
|AP|dB on N for ß0

2=3, for three values of the depth H equal to 400, 500 and 700 m, 

respectively. 
0- 

< 

210 

Fig.l. 
Analysis of Fig. la and other results of solving Problem 2 (see e.g. [1]) shows that, for a 

fixed antenna configuration, the maximum value of suppressed power output strongly depends 
on the arrangement of primary source and secondary antenna and usually does not exceed 20 - 
25 dB even for the relatively large values of the number JV of secondary point sources. On the 
other hand, if one implements the power output suppression by combining an optimal 
allocation and a choice of monopole amplitudes by using Algorithm 1 of solving Problem 1, 
then the substantial reduction in the power output of a primary noise source having the order 
of 100 dB and higher can be achieved even for a relatively small number N of point sources. In 
fact we can see from Fig. lb that a complete (200 dB) suppression of the primary source 
power is achieved at tf=8 for the depth 400 m when 1=19, at tf=10 for the depth 500 m 
(1=23) and at JV=14 for the depth 700 m (1=33). It is worth noting that this fact has been 
observed in a wide range of depths H (or frequencies m) of the waveguide D and distances \x0\ 
to the primary source. Together with the results of [3-5], this demonstrates a high accuracy 
and robustness of Algorithm 1 when solving nonquadratic active minimization Problem 1. 
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Abstract The method of finding the permittivity profile of graded-index single-mode planar 
waveguide after the given mode parameters is described. For solving this inverse problem the 
some universal mathematical model of profile is proposed. It has the shape of double truncated 
exponential-power function. Each set of function parameters corresponds to a particular 
distribution of permittivity in the waveguide. Solution of direct problem by the shift formula 
method yields the mode parameters of the waveguide [1]. Multiply repeated numerical solution 
of direct problem by special algorithm using the least-square method enables us to select the 
function parameters for a certain set of mode parameters. As a result of the procedure, the 
profile function in question is synthesized. 

1 For describing the penriittivity profile in a waveguiue, tue authors propose a reasonably 
universal function [1]. It has the following form (see Figure): 

s(y)-eJ.1-2Ajfj{y)), 0) 

where |l-expW(,)p? (2) 
Jj    1     1-exp^     J 

j = \, when o<y<r; j = 2, when r<y<\, 

^JJL^L , A2JJC1L , <a=l-^<P2=i-^- 
'& ""g 

Here s(y) = eb,if y = 0; s(y) = eg,if y = r; e(y) = es,if y = l. 

According to this double truncated exponential-power function, the permittivity distribution 
in the waveguide is determined by 9 parameters. Such a model can be used for the studies of 
the waveguides of vastly different types. By solving the direct problem it is possible to get the 
values of cutoff frequencies and dispersion characteristics of the waveguides with practically 
arbitrary permittivity profile. Such a versatility of the model makes it convenient for solving the 
inverse problem, i.e. the problem of the permittivity profile reconstruction after the mode 
parameters. 

Generally, for solving the inverse problem a knowledge of the propagation constants of 
several waveguide modes is required [2-6]. However, in case of a single-mode waveguide the 
known methods (such as WKB-method) cannot be used. In this work the authors propose a 
method for solving the inverse problem for such waveguides. 

2. The proposed method is based on the representation of permittivity profile using the 
double truncated exponential-power function. As stated above, the profile is determined by 9 
parameters. Usually some of them can be specified beforehand considering the implantation 
process of fabricating the buried waveguides [7]. So the problem of profile reconstruction 
reduces to finding the parameters pi tqi,p2,q2- The difficulty of the problem lies in the fact 
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that the knowledge of at least two values of propagation constants is required. It is possible to 
get them by considering the operation of the waveguide at two frequencies within the limits of 

single-mode operating regime. 

Fig. Permittivity profiles of two waveguides with the parameters: 
solid line: qx =-3.0, q2 =-2.0,p}=p2= 4-0. 

dash-dotted line: q{ = q2 =-1 ■ 15, pi = Pi = 2-66 

3 In order to study the details of solution, the conditions of the problem were simplified: 
the respective parameters in both parts of the profile were assumed to be equal, i.e. qi - q2 

qwdPl=p2=p. Firstly, a basic profile with the preset parameters was chosen. For this 
waveguide the normalized propagation constants Bj, B2 at two normalized frequencies Vj, V2 

[81 were calculated. The frequencies Vj, V2 were within the limits of a single-mode regime. 
Furthermore it was assumed that only these modal parameters were known. The aim was to 
find the profile parameters/?, q . The way to solve this problem is described below. Some 
arbitrary profile parameters are chosen. The propagation constants are calculated at two 
frequencies Vh V2. Then they are compared with propagation constants of the waveguide with 
basic profile The difference between the values of propagation constants was estimated by the 
least-square method. If the values were not equal to each other, new profile parameters were 
chosen At the first step this is made rather voluntarily. Direction of profile parameters change 
is chosen so that the sum of deviation squares becomes smaller. The use of the direct problem 
solution results [1] and some experience made the procedure easy to realize and it could be 

aU However the least-square method appears to give not sufficient criterion for the selection of 
parameters. So, in addition one more criterion was used: the closeness of the value {B2 - 
Bi)/(V2 -Vj) calculated for the modes of basic waveguide and that of the waveguide under 

consideration. . _      ~, 
Simultaneous application of both criteria gives good accuracy in the selection^ profile 

parameters. For instance, in the case of the basic waveguide with the parameters: q -2.0, p 
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4.0, So=l, ft =2.280, es =2.285, %=2.310, r =0.33 the selection gave the same parameters, 

ie cii =0? =-2 0 andPi=pf=40. . 
' 4 At the next step of study, the basic waveguide had the profile parameters of which one 

pair was different: q> =-3.0, q2 =-2.0, p} =p2 =4.0, 8b =2.280, ^=2.285 ^=2.310, r = 
0 33 For this profile at the frequencies Vl = 3.0, Vf= 5.0 within the limits of the smgle-mode 
regime, the normalized propagation constants B}= 0.19599, Br 0 51072 were calcuhted. 

Tn this case the procedure of parameters selection is similar but still slightly differs when 
compared with the procedure conducted before. For the previous profile the parameters of the 
basic waveguide in the both parts of the profile were equal (qi = q2,Pi~P2 )• The parameters 
of the waveguide to be synthesized were also selected on the basis of their equahty Now one 
pair of parameters differed ((?, * q2 ) whereas the selection of parameters was performed on 
the basis of the previous assumption of their equality. Under these conditions the calculations 

gave the following results: qi=q2'=-\.\5,p1'-p2 -2.66. f t 

The propagation constants of the waveguides with profile parameters qi -q2,Pi ~Pi at 
the set frequencies coincide with the propagation constants of the waveguide with basic profi e 
with parameters qt.q2.P1.P2. So, it can be stated that the waveguides with differentprofile 
,-JL« «i*«u* «atidW the conditions of the problem. The difference between the 
w^eguide pararniVs makes their profiles different, but this difference is relatively small. 
Figure shows the profiles of the waveguides with parameters: l):qj -3.0, q2 -2.0, pi p2 

=40-2V a,' =a2' =-1 15 Pi' =Pi = 266. It should be noted that despite the difference in 
parameters the waveguides are equivalent to each other if their dispersive characteristics are 
considered, at least in the interval of frequencies between Vi and V2. 
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Abstract. Inverse problems for a half-space with time-varying conductivity are solved. Determination of 
conductivity time-dependence after the scattered field is carried out in assumption of the half-space 
homogenity, for a propagating conductivity change and for the transient conductivity ingomogeneous in one 
dimension. Analytical solutions for the conductivity are obtained from integral equations and can be used for 
the diagnostics problems or for determination of the conductivity time-dependence providing the required field 
transformatioa 
Introduction 

The present work is devoted to solving the inverse problem for media with time-varying 
conductivity. Time-varying conductivity can appear as a result of atmospheric fluctuation, nuclear or 
chemical explosion, or environmental changes, or can be deliberately created, for example in some types 
of semiconductors. Electromagnetic field transformation in the media with specific time-dependences of 
conductivity was investigated for harmonic wave and harmonic conductivity [1], and for the opposite 
case of rectangular pulseand time jump of conductivity [2,3].Recently, a splash in the studies of inverse 
problems for conducting media in time domain was marked[4-5]. However, although the transient fields 
were considered, the problems were solved only for stationary media. 
Common formulation of the problems 

In this work we consider a sequence of transient problems in the order of theirincreasmg 
complexity. Their common formulation is in determination of conductivity time-dependence in a half- 
space x > 0 by initial and scattered fields. 

It   is   considered   that   the   unknown 
conductivity change starts at the moment t = 0 
(Fig. 1). Before this moment, the conductivity value 
(if it was constant) or time-dependence (if it 
changed) are assumed known, and the fields for t 
< 0 and for t > 0 are called the initial and 
scattered fields, correspondingly. The fields are 
considered to have only those components, which 
are normal to the x-axis and independent on the 
y- and z- coordinates. Thus we solve one-space- 

dimensional problems. 
Three cases are considered there: the case of a homogeneous transient half-space, the case of a 

propagating conductivity change and the case of an ingomogeneous half-space with transient 
conductivity. For each problem an analytical expression for the conductivity time-dependence is 
obtained.The external region is assumed to be a stationary homogeneous lossless medium. 

Mathematically, the problems are formulated in terms of the Volterra integral equation for the 
electrical component of electromagnetic field [6], which has the following form for the internal field 

(inside the transient region) for t > 0, X > 0 .: 

Ehl(t,x) = A(t)x)--"e(yt-x) jdt'a^x-y^-tOl^t'.x-v^-t'))- (1) 
EV t-x/¥ 
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and for the external field for t > 0, X < 0 : 
. t+x/v 
271 

ev 
Eex(t,x) = B(t,x)-— 9(vt + x) J*'oMt-t') + x)Eh(t',*(t-t') + x)       (2) 

ev 0 
where the terms A and B are determined by the initial field and prehistory of its interaction with the 
media, e is the dielectric permittivity, V-C/4i   is the light velocity in considered medium and the 
conductivity time-dependence (or time-spatial dependence) CT (t, x) is a function to be found. 
Homogeneous half-space with unknown transient conductivity 

Inside the transient half-space, there are two spatial-temporal zones : x > vt and x<vt, where 
integral equations for the fields and the fields themselves are different. For x > vt the transformed field 
is not influenced by the boundary and the processes and formulas here are the same as those in the 
unbounded-domain case. For x < vt, the boundary influence changes the transformed field. But instead 
of this the differential equations for o(t) turned out to be the same as those for die unbounded-domain 
problem and for x > v t. Their solution is : 

a(t)Ei.(u) = ^|^K(t',x)-A(t'.x)]dt'-^|[Elll(t.x)-A(..x)].(3) 

The conductivity time-dependence in (3) is determined by the initial and internal transformed fields. In 
the most of applications such as remote sensing, one usually knows not the internal but only the external 
field. So we try to obtain an expression for conductivity depending only on the external and initial fields. 

Introduce a new function F of one variable as: 

pvt\ = _._ [dt'a(t' v(t-t'))E- (f v(t-t'))> which determines the external field in the external 
evj 

region - vt < X <0 by the expression Eex(t,X)-B(t,x) =. F(t + x/v),   and a new function 

<b(t, X) = Ein (t - X / V, X) - A(t - X / V, X) for 0 <X < vt, satisfying the following equation 

obtained from (1): 

<Djr'(«,x) + -*,'(tx) = - —^   Jdt'a(t',v(t-t'))Ein(t',v(t-t')) (4) v     '    v sv dt   J 

with the boundary and initial conditions O(f,0) = F(t), and 

q>(x/v,x) = Ein(0,x)-A(0,x) = 0 
Knowing the external field at any point, the field in the whole external region can be determined, 

including the region close to the boundary. So it would be enough to obtain the solution for the 

conductivity determined by the external field at the points where |x|«vf . Under this 
approximation, we can solve the equation (4), hence expressing the internal field through the external 
one,   because   the   integral   at   the   right-hand   part   of   (4)   will   be   equal   to   F(t)   : 

<bx'(t,x) + l<I>t'(t,x)»2F'(t), (5) 

After substitution of this equation solution into (7) we obtain the conductivity time-dependence in the 
half-space determined by the scattered field: 

a(t)(Eex(t-x/v,x)-E0(t-x/v,x) + E0(t,0)) = aoA(0,0),    (6) 
where   a0 =a(0) is the known value of initial conductivity, and   x   means an arbitrary point 

coordinate (not only |x| « vt) inside the external region - vt < X < 0 
The obtained expression (6) for the conductivity determination corresponds to the effect of 

current freezing-in at the boundary, by analogy with that for plasma. This formula enables one to 
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reconstruct the conductivity after the scattered field only if the initial conductivity is not zero, as one can 

see from (6). 
To demonstrate the obtained solution implementation, we calculate the conductivity time- 

variation which causes a transformation of initial field as a rectangular pulse into the external field 
taken as a set of pulses (Fig.2(a)). 

Fig.2 
The calculated conductivity, shown in Fig.2(b), turns out to be time-harmonic. 

Inhomogeneous time-varving conductivity. 
When the conductivity in the half-space x > 0 depends not only on time but also on space coordinate x 
, the reasoning analogous to the above for a homogeneous half-space leads to the solution for the 
conductivity time-dependence on the boundary: 

of t,0) (E6X(t + x/v-x)-EG(t + x/ v-x) + E0(t,QJ) = aoA(0,0)   (7) 
1) Assuming that the conductivity does not change in the whole half-space simultaneously but 

its change is propagating with a velocity v, , that is o(t, X) = a(t ± X / Vf ;, we can reconstruct 

this dependence by 
a(t±x/v1)(Eex(t±x/v1+z/v)-z)-E0(t±x/v1+z/v-z) + E0(t±x/v1)0))==aoA(0,0) 

This formula corresponds to a wave of conductivity change as well as to the conductive half-space 
uniform motion along the x-axis. 

2) To reconstruct not only the conductivity time-dependence at the boundary but also its spatial 
distribution, we expand the right-hand part of (6) in terms of the foil Taylor series: 

Ml        X™ 

Starting from the boundary conductivity time-dependence determined by (7), we imbed by iterations into 
the transient half-space, substituting the conductivity spatial-temporal dependence determined at the 
previous step into (8) and finding then the internal field and the conductivity for the next x value. The 
deeper we imbed in the half-space, the more terms in (8) we need to provide the required accuracy. 

Electromagnetic field interaction with a transient conductive half-space enables one to 
reconstruct the conductivity temporal-spatial dependence after the scattered field. The obtained results 
could be useful for remote sensing and other diagnostic problems, and for carrying out new field 
transformers based on the time-varying material conductivity. 
1. F.A.Harfoush and ATaflov, Scattering of electromagnetic waves by a material half-space with time-varying 

conductivity. IEEE Trans. Antennas Propagat, Vol.39,N 7, 1991, pp.898-906. 
2. A.G. Nerukh, I.Yu.Shavorykina, Electromagnetic impulse return from a conductive medium which has 

come into being. Proc. Int. Symp. Antennas Propagat., Vol.2,1992, pp.585-588. 
3. AG.Nerkh , I.Yu.Shavorykina transformation of radiation pulse in nonstationary conducting medium . 

Radiophysics and Quantum Electronics(Engl.Transl.), Vol.35, 1992, N 3-4, pp.203-209. 
4. GKristensson, RJ.Krueger and RC.Winther. Existence and construction of solutions ofdissipative inverse 

problems, J. Math. Annal. Appl., Vol. 157 (2), 1991, pp.542-554. 
5. T. Melamed and E.Heyman, Local Time Domain Inverse Scattering Using Pulsed Beams, Proc. URSI Int. 

Symp. on EM Theory, 1995, pp. 157-161 
6. AG.Nerukh, .N.AKhizhnjak, Modern Problems of Transient Macroscopic Electrodynamics, Test-Radio 

Publ., Kharkov, 1991 (in Russian). 
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Limb-Viewing Refraction Inverse Problem in Duct Case1 

K.P.Gaikovich, M.B.Tchernyaeva 

Radiophysical Research Institute, B.Pecherskaya St., 25, 
Nizhny Novgorod, Russia, 603600, 

Phone: 8312 367294, Fax: 8312 369902,E-mail: gai@nirfi.nnov.su 
Nizhny Novgorod State University, Gagarina,23 

Nizhny Novgorod, Russia, 603600, 

Abstract - The limb-viewing refraction inverse problem for retrieval of refraction 
index with spherical symmetry distribution in the Earth atmosphere is solved as an 
ill-posed problem, supposing that the retrieval height interval is wider than the 
height interval for ray perigee in which the refraction is given. The problem is 
solved for the most important case of duct presence. 

Introduction .    . , 
T itnh-viftwincr refraction measurements have been used for investigation of all the planet 

atmospheres in the Sun System [1]. Limb-viewing measurements are the measurements of 
refraction in dependence on the ray perigee height above the planet surface. The corresponding 
inverse problem consist of the solution of the Abel-type integral equation on the basis ot its 
well-known inverse transformation. The refraction index height profile is determined as the 
integral of measured refraction dependence. , . 

In the present paper this inverse problem is considered supposing that the retrieval height 
interval is wider than the height interval for ray perigee in which the refraction is given. Such a 
formulation leads to an ill-posed inverse problem. There are various possibilities of this 
problem formulation. The most important case from the practical pomt of view is the case 
when the refraction dependence is given from the lower retrieval level up to some determined 
height level, and the refraction index height profile should be retrieved not only in this layer but 
also in the height region above this layer. This case is to be considered here for the Earth 
atmosphere It is also possible to solve this problem when the refraction dependence is given in 
two or more height intervals. In all such cases the exact solution of Abel equation is not 
applicable, and we have the ill-posed inverse problem for integral equation of the 1-st kind. 

Problem formulation 
For limb-viewing measurements the refraction inverse problem can be expressed by the 

following integral equation: 

10-6 7 M/r) ~lr dr = £(/•„) ,    r0 <rh< w (1) 
I   dh{ 'J(nrf-(nhrj 
'h 

where r = rQ+ h, r0 is Earth radius, N - 106(«-1) is refraction index, n is refractive index, nh = 

n(rh). In the case of duct absence the nonlinear equation (1) can be expressed in a linear form: 

1 This work was supported under grant of Education Ministry of Russian Federation 
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10-6.  T^L(p)-fM=dp = Z{Ph) ,    Po^h^Pfflax (2) 

P h 

p = nr, »o = <rQ), Po = Wo- ^ the well-posed case, when the refraction dependence is given 
on the'ali the retrieval interval, this equation has the known exact solution: 

tmax 

N(p)=   f  HPJ—r 
dph .    Vf,<D<Vm»* (3) 
.2 

,  Po^P^Pmzs. 

p M-P 

Using the relationship h *        *<jy     -'»   the Profile N(p) could be COnVerted M° 

height profile MA). There is a finest point in this inverse problem, which hasn't been 
mentioned before. It is easy to see from (1), which depends on derivative of refraction index, 
that the solution is determined in reality up to arbitrary constant snnt. ints ma oecomes 
unportL in the case of numerical solution of (1). To obtain the solution (2), the condition 
N(Pmax) - 0 is necessary to use in addition. 

Let us consider the equation (1) in the case when its right side is given in the region 0 < 
h <hx h < /w The solution of the equation (1) for the region hx < h < Amax is the typical 
ill-posed problem, the same type as the astronomical refraction inverse problem in the case of 
g^ound-ba'sed m^asurementsTonsidered in [2], It is easy to show that this problem is more 
complicated than the solution of the Fredholm equation of the 1-st kind. Really, if the 
refraction index profile Nip) is also considered as known in the region^ ^P ^Pl > rt 1S 

easy reduce the problem to Fredholm integral equation of the 1-st kind. To retrieve the 
refraction index in the region 0 < h* ^ by refraction measurements in 0 < h < A., the 
equation (1) is solved numerically on the basis of Tikhonov's general discr W ^od^' 
which uses the belonging of exact solution to the set of square-mtegrable functions with 
square-integrable derivatives. The results of numerical simulation give us the retrieval accuracy 
at various levels of the refraction error. 

In theR^l it is possible to see an example of real typical sonde refraction index profile 
retrieval by refraction measurements in the region 0 < h < 5 km at the error level 8s - 5 on the 
Mof linear equation (2). The specific character of the profile above the upper level of 
measurements (hi = 5 km) is retrieved with a good quality. 

uooer level of refraction measurements. In this region the refraction meaairements are absent 
ofaTstS because of strong diffraction. Moreover, the linear equation (1 . rnapphcable m 
fe^SeL of duct region. So, it is necessary to use in «he solution tfnfto. procedure for 

nonlinear equation (1). 
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1. Kliore A.J., Gain D.L., Levy G.S., Eshelman V.R. Astronaut and aeronaut, 1965, No. T-7, 

p.72. 
2 Gaikovich K P. Radiophysics and quantum electronics, 1992, v.35, No.3-4, p. 149. 
3. Tikhonov A.N., Goncharsky A.V., Stepanov V.V., Yagola A.G. Regularization algorithms 

and a priori information. Moscow, Nauka, 1983. 
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Regularization algorithms for inverse problems in the radio wave probing of 
the ionospheric plasma 

L. F. Chernogor, K. P. Garmash, V. T. Rozumenko 

Department of Space Radio Physics, Kharkiv State University, 
4 Svobody Square, Kharkiv 310077, Ukraine 

E-mail: Leonid.F. Chernogor@univer.kharkov.ua 

Inversion problems in radio wave probing of the ionospheric plasma amount to 
solving integral equations the right-hand part of which originate from measurements^ 
Therefore, the solutions to such equations are unstable and require the application ot 
regularization algorithms. As an example, we consider the partial reflection technique. 

The theory of partial reflection yields the following relation between the esti- 
mated from measurements profile R(z) and the electron number density profile N(z) to 
be obtained: 

)K(z'Mz'))N(z')dz' = ln^ (1) 

where- Kiz1) is the kernel of the integral equation, Ro(z) is the function known from the 
theory of the partial reflection technique, zo is the altitude of the lower edge of the lono- 

SP erC Earlier profiles N(z) were derived by differentiating (1) with respect to z. The 
quality of the profiles obtained depend on random errors of estimates of R(z), as well as 
on the stability of an algorithm of numerical differentiation. 

Since the inversion problem of the partial reflection technique is ill-posed, the 
Tikhonov regularization algorithm is employed in this study. The collision frequency 
profile is taken from well-known models. _ .   , . 

The algorithm of regularization suggest determining N(z) by minimizing the func- 
tional: 

2 

+ aQ[N] (2) 0[N,R,a] = \K(z')N(z')dz'-R(z) 
:0 

where: a is the parameter of regularization, Q is the stabilizer. 
It has turned out that the applying of this regularization algorithm allows to re- 

duce (3 to 5 times) the effects of measurement errors on the restoration of N(z) from K(z) 
and extend the altitude range by approximately 10 km. It should be added that the opti- 
mization of estimating R(z) is achieved at the values of smoothing intervals A7of the or- 

ErrorsTrTthe derived N(z) profiles decrease from 50% to 30% when the integra- 
tion time increases from 5 to 10 min, respectively. We have managed to obtain N profile 
in a z~75 to 85 km altitude range; at greater and lower altitudes the signal-to-noise ratios 
are too small. . 

The results of modeling efforts are illustrated m Figures 1 and 2. 
The authors have been supported by Science and Technology Center in Ukraine 

Grant No. 471. 
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NUMERICAL TECHNIQUE FOR INVERSE PROBLEMS OF 
GEOMETRICAL OPTICS OF INHOMOGENEOUS MEDIA 

V. A. Kaloshiri, A. S.Venetsky 

Institute of Radioengineering and Electronics, Russian Academy of Sciences 
Moscow, Mohovaya 11,103907, Russia 

E-mail: vak@mail.cplire.ru 

Abstract 
The synthesis of inhomogeneous lenses, the problems of phase tomography of one- 
dimensional gradient media in geometrical optics approximation, etc., can be reduced to 
nonlinear integral equations relatively to an unknown function of the index of refraction 
[1]. These equations have closed-form solutions in a small number of particular cases. In 
this work, a new technique to solve these problems is proposed. According to this 
technique,' we analyze a iayered medium instead of inhomogeneous one. As a result, we 
have a stepped-law function of the index of refraction variation. It is possible to decrease a 
difference between the stepped and the continuous-law functions by increasing the number 
of layers. Three modifications of this technique: ray, phase and combined, are used to 
investigate inhomogeneous media where index of refraction is a function of a Cartesian 
coordinate or radius. Two latter of them provide a desired accuracy. 

1. In the first case we analyze a medium with spherical symmetry. We suppose that it 
consists of m spherically uniform layers (Fig. 1). We know the phase front of the source of 
radiation (spherical one) and the phase front of the scattered field. Our problem is to 
determine the indices of refraction of the layers, ni 
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At the first step we suppose that the indices of refraction and the widths of the 1,2,..., I - 
1-5/ layers are known already. We shall trace the path of ray which comes out of the 
source at the angle * = 0a-iA0, where ©a =arcsin (Rj/F), A© = 03/m, R, is the radius of 
the medium, F is the distance from the center of the medium to the source (Fig.l). After 
passing through the i-1 layers the ray gets to the i-th layer. We suppose that the ray 
touches the inner boundary of that layer, R = R i+1 , at the point Mi , slides along the 
boundary and takes off it at the point Ni. The ray path in this case consists of three parts: 
two lines AMi, H Bi and the arc Mi N. The phase of the ray at the pomt Bi is: 

0(F,B,) = I FAil +<£(A1,Ai )+<D(Bi,Bi)+  IA M; I n; + 2| OAI sina; m v|/; +1N Bi I m 

where 0(Ai,A) = <£(Bi,Bi) are the optical distances. 
From the law of refraction: 

n; sina; = nn sin aj-i = q, 
and geometrical relations we can get the equation: 
(1) | FAil +2$(A1,Ai)+2Ri q (ctga;+ w) = QXFPi), 
where a; = 1/29»-l/2yi+(pi+H>i, and y; can be found from the equation: 

Fsin0i = F; siny 
On determining w from equation (1) by some numerical technique we obtain: 

n; = q/sin a;, R i+i = R sina* 
The same procedure can be used to determine m , if the index of refraction in the outer 
space, no, is known. Applying this procedure to find nh n2, n3,..., we obtain, as a result, a 
quasi-continuous law of the index of refraction variation relatively to n«,. 

2. Instead of a medium with the index of refraction being a function of some Cartesian 
coordinate, for example, n = n(y), we shall analyze now a layered medium (Fig. 2). 

y; 
n; 

 —— — —_r^^^JJ^" 

y2 

Vi 

/                                n2 

Xs' ni th, 

Li 

Fig. 2. 

We suppose that n(y) has an extremum and the indices of refraction and the widths of the 
i-1 layers are known, m being the value of extremum. Tracing the ray which comes out of 
the source at the angle 8i = iAG, we can find the phase at the output point (yi+i=yi+hi): 
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Here hj is the width of the ]-th layer, rij is the index of refraction, 0j is the angle between 
the ray in the yth layer and the X-axis, yi and Li are the coordinates of the entrance point 
of ray into the layer number i. We suppose that hj ,nj, 9j and y3 are known if j < i. Taking 
into account the law of refraction 
(3) nj cos 8i = ni-iCosGu =.. .= niCosGi = q, 
and the geometrical relations: 

L,.=2>,c#0, 

hi^O-LOtgBi 
we obtain that 
(4) A + (1 - Li)/cos2ei = <D(yi +h ), 

;-'   h 
where A = V— ■J  n J-^ sin (4     J 

Equation (4), relatively to 0i, can be solved by any numerical technique. Using a linear 
approximation of the phase front: 

0)(yi+hi) = O(yi)+ki(l-Li)tgei3 

we can obtain the closed-form solution: 

tg0i=~(r + ,jr2-4p(p + C)) 
zp 

where p = (l-Li)q, 
C=A-0)(yO, 
R = ki(l-L;), 

After that we have: 
n; = q/cos9i 
hi^Cl-LOtgG; 

So, the parameters of the layer number i have been found. However we have to know the 
index of refraction Of the first layer, nh to start the iterations. Applying this procedure to 
finding n2, n3,..., we obtain eventually a quasi-continuous law of the index of refraction 
variation relatively to ni. 
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ON GROUNDING ONE CLASS OF NONLINEAR INVERSE PROBLEMS OF 
MATHEMATICAL PHYSICS 
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The theorems, that ground the statements and numerical methods for 
solutions of the synthesis problem of the plane aperture shape and amplitude- 
phase distribution of the field in the aperture for a given power pattern are 
presented. It is known [1], that the vector directivity pattern f(Q) of the plane 
aperture D, which is outlined by a continuous function p(i|/), y e[0;27t) is given 

as f = fJx+fyiy=A(p,Ix)ix+A(p,Iy)ly, where (/,(?), Iy(P)f eL2(D)*L2(D) are 

the components of distribution of electromagnetic field in the aperture, 
2%   p(v|/) 

i4(p,/v)=J    iUr,y)exV[-ik(Q,P)}lP, v=x,y. (1) 

The inverse problem - the problem of synthesis - consists in approximation of 
components    of    the    given    real    vector    function,    i.e. a    power    pattern 

FJ{FX,F f eL2{R2)xL2(R2), by the magnitude of the synthesis directivity 

pattern. The variational statement of the problem considers: 

<*(WyP) = I IK -K"I||2LV) +l^(Dy (2) 

v=x,y 

where the last addition provides the minimum of the area of the aperture. 
Iteration process of numerical minimization of the functional (2) is based on the 

method, which is analogous to the coordinate descent method. Let (Ix,Iy,p°J be a 

point of initial approximation, which is located in a certain area of the minimum 

point (/*,/*,p*). We'll find a function p0(\|/), which describes the outline of initial 

aperture D°. Let's consider the narrowing of functional (2): 

ö(lx,Iy) = c(lx,Iy,P°): (3) 
Theorem 1. Let FX,F  be the positive functions, that are continuous on the limited 

area Ü and are equal to zero outside it. Then the functional (3) arrives at the 

minimum value on a certain element of     = L (D)xL (D). 
The necessary condition of the functional minimum leads to the Euler 

equation with regard to both functions Ix and Iy: 

IV(P) = (±) JfFv(ß)exp[/arg/v(ß)]exp[-/l(Ö,P)]^,    v = x,y.    (4) 

The unknown functions Ix and ly enter the right part of the equation (4) 

through the definitions of functions fv = A(piIyf). After substitution (4) to (1) and 
non-complicated transformations the equations concerning the synthesized 
directivity pattern are obtained: 
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/v(0 = M/v(ß))-f^]ll^v(ß,)^(Ö,Ö,^)exp[/arg/v(Ö,)yÖ,
5   v = *j>,   (5) 

where   K{Q,Q',k)   is  a  kernel.  It  should  be  noticed,  that   equations  (5)   are 
independent. 

The solutions of equations (5)   has been found on the basis of successive 
approximations method: 

/v
("+1)(ß) = M/vn)(ß))     v = *>^   « = 04,2,..   . (6) 

Theorem 2. The numerical sequence of the values of    the functional (3) is 
convergent on the steps of the iterative process (6). 

Now we'll fix the functions'l\ and Iy, which are obtained after substitution 
of solutions of equation (5) into the formula (4). Let's consider the narrowing of 
functional (2): 

o-(pM/i,/,2,p). (7) 
Theorem 3. Let Fx,Fy be the positive functions, which are continuous on the 

limited area Ü and are equal to zero outside it. Then the functional (7) arrives 
at the minimum value on a certain element of L^[0;27c) when y > 0. 

The necessary conditions of the functional minimum leads to the nonlinear 
integral equation: 

G(P)-I|/V(P(^U)|2-Y(^T=O. (8) 

Equation (8) has a simple geometrical interpretation. The solution of this equation 

—     of the function   2D|/V (P(M^)»H^)|    -on 

/ft/ v=x,y 

XOY plane. 
The solution of the equation (8) has been found on the basis of Newton- 

Kantorovich method: 
G'(pjAp,=-G(pJ, (9) 

pJk+1(\|/) = Pjt(v) + Ap*(v|/),    * = 0,1,2,3     , 
where G' is the Freshet derivative of G operator. The theorem of convergence of 
iterative process (9) in the sense of convergence of numerical sequence of 
functional (7) values on the steps of proposed iterative processes are proved. 

If we'll continue the successive minimization of the functional (2) with 
regard to (lx,I )   and p when the solutions of the previous iterative processes 

are fixed, we'll arrive at the minimum point (/*,/*,p j. 
The numerical examples of synthesis of contour directivity pattern of 

complicated forms are presented. The given power pattern is shown in Fig. 1 and 
Fig. 2 by solid line. The level of the necessary radiation is equal to 1 inside this 
contour and it's equal to 0 outside it. The synthesized amplitude directivity 
pattern of the fixed circle non-optimal aperture is shown in Fig. 1. Synthesized 
amplitude directivity pattern after optimization of the shape of the aperture is 
presented in Fig. 2. It should be noticed that the square of the optimal aperture 
(Fig. 3, regular line) is equal to square of the circle aperture (Fig. 3, solid line). 
Amplitude of the field distribution on the optimal aperture is presented in Fig. 4. 

Finally we shall notice, that the given approach can be used for grounding 
the convergence and for building the iterative methods for solution of a system 
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of potential  integral  equations  with  the  unknown function  on  the  limit  of 
integration. 
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IMPROVED ALGORITHM BASED ON RYTOV APPROXIMATION FOR THREE- 
DIMENSIONAL STRUCTURE DETERMINATION OF BIOLOGICAL OBJECTS 

C. Kechribaris, K. S. Nikita and N. K. Uzunoglu 
Department of Electrical and Computer Engineering 

National Technical University of Athens 
9, Iroon Polytechniou str., 15773 Athens - Greece 

E-mail: knikita@cc.ece.ntua.gr 

An inverse scattering formulation is developed for large size - low contrast dielectric objects, based on 
Rytov approximation and optimization techniques for three dimensional (3D) scalar waves, providing 
an efficient solution to the diffraction tomography problem associated with the imaging of soft tissues 
in biomedical engineering applications. The developed algorithm is based on the following 
assumptions: 
a) The unknown object function o{/) = n2(r) -1, where n(r) is the diffraction index of the object 

to be imaged, is described in terms of superposition of Gaussian pulses placed on a rectangular grid 
array with unknown weighting coefficients aj to be determined as follows: 

<*& = f>,,«KV \r -rj) (1) 
where p is a constant, depending on the grid cell size. 
b) A Rytov type approximation to describe the field ^(r) inside the scatterer is adopted, leading 
into an analytic expression, 

^fe) = ^ofe)exp A2vfe)f o{r /r^fckfck (2) 

where ^„(r) is the incident wave exciting the scatterer, G(r lr^) the free space Green's function and 

fco the propagation constant of the infinite medium surrounding the scatterer to be imaged. The 
integral in eq. (2) is computed over the scatterer volume. 
Following the above assumptions, the scattering amplitude F(s) measured along the s unit vector 
direction, for an incident plane wave impinging from the sa direction is computed using the well 
known relation, 

F(s) = C0 f eJk°S -' o(zJ¥(^}dri (3) 
Vs 

where C0 is a constant. On substituting eq. (1), (2) into (3), after a series of analytical manipulations, 
the F(s) scattering amplitude is described in terms of the unknown coefficients ax (see eq. (1)) in the 
following form, 

*"(S) = E «,*(«, A,S) (4) 

where $ is a non - linear function of the ai coefficients. 
In order to determine the Oi coefficients, an experimental system has been set up. The object to be 
imaged is immersed in a water tank and is interrogated by an appropriate transmitter with a series of 
incident waves from various directions. The scattering amplitude is measured at different positions of 
a receiver and at every view of the object. The receiver is scanned by stepping motors, controled by a 
PC. The components of the complex wave field are detected, amplified, filtered and stored in the same 
PC. The unknown object function of eq.(l) is determined by solving the non-linear optimization 
problem, 

nun|F(S)-F_J (5) 
a, 

for s = sl,s2,....sN 

and sQ =s01,s02,—sOM 

In equation (5), Fmeasured,F{s) denote the experimental and the estimated, as given by equation (4), 

values of the scattering amplitude, respectively. 
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QUASI-OPTICAL DIFFRACTION TOMOGRAPHY 
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ABSTRACT 

Tomographical methods of image reconstruction of two-dimensional cross-sections of volumetric objects 
in millimeter wavelengths band are suggested and considered. Experimental images obtained using antennas of 
dielectric type and radiation frequency /«136GHz are represented. Volumetric dielectric objects have been taken 
as objects under investigation. 

It is shown that in the frequency band under consideration, the images of investigated objects with 
characteristic dimension A&7A+15A may be obtained by first-order diffraction tomography method (Born, Rytov 
or high frequency approximation of the first-order for scattered electromagnetic field). 

1. INTRODUCTION 

There is a large number of publications on applied and theoretical tomography. In the case of UHF 
radiowaves, for instance, microwaves, important problems of nondestructive testing of materials and industrial 
products , surface and subsurface sensing, receiving of microwave images of inhomogeneous bodies in medicine 
and others may be solved. 

To receive quasioptic tomographic image in the case of diffraction (scattering of electromagnetic wave 
by a sample), methods of diffraction tomography may be used. If the object weakly scatters the electromagnetic 
wave and the scattered field is described by Born or Rytov approximations of the first order [1,2], Fourier 
diffraction project theorem is employed. 

In the present paper methods of the first-order diffraction tomography are considered. 

2. OBTAINING IMAGES BY FIRST-ORDER DIFFRACTION TOMOGRAPHY 

The basic equation of the diffraction tomography may be obtained as a result of solution of an inverse 
problem of scattering of a plane electromagnetic wave on the object under investigation [1,2]. We consider a 

scattering object characterizing by refractive index «(f) = 1 + / (r)    , where / is equal to zero outside the 

refracting object. A plane harmonic exp(-ictf) wave Uj (f) = exp[ik(& ■ f )] incidents on the object; 0 is a 

unit vector pointing the direction of the wave propagation; k= co/c; w is radiation frequency; c is light velocity. In 
the case of direct scattering, the total field £/=£// +US (where Us(f) is a scattered wave ) satisfies the given wave 
equation 

Au + k2(l +f)2u = 0 (1) 

and the boundary condition in infinity. The scattered field U ~ may be found using equation (1) in the first-order 

Born approximation. Equation (1) may be also solved in the framework of Rytov approximation of the first 

order. In inverse scattering problem, function / should be find with known scattered field U „. Solution of such 
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problem allows us to obtain the main equation of diffraction tomography [1]. After that we may find functions 
nn •■■'.■ 

Let the incident wave propagate along a positive direction of rj axis of the rectangular Cartesian 

coordinate system £, 6 where measurements of phase and amplitude of electromagnetic fields U, Uj and 

straight line n = const > OB are carried out. Let the center of another rectangular Cartesian coordinate system 

x, y connected with the investigated object coached with the center of £ rj coordinate system and with the 

center of circle O with radius OB . The investigated object is characterized by function f(f) which is different 

from zero in a certain region inside circle O.   Then by rotating the £ 7 coordinate system relatively x,y 

coordinate system and using measured data of U and Uj, Fourier image of function in frequency domain in circle 

with radius not less than k may be found. Analogous result may be obtained, if system of data collection remains 
immovable and the object under investigation is rotating relatively the center 0 (Fig. 1) and, hence, x, v 

coordinate system rotates relatively £, TJ coordinate system. 

K,, 

Fig. 1. Finding of Fourier image of the object function. 

From Fig.l one can see that, by changing the angle #, it is possible to find positions when each of the 

pointed points will be located on circle I at values K$ >0 of vector Kc projection on axis K§. If we will know the 

values of K% and angle $ we will able to calculate Fourier image of the object. 

3. EXPERIMENTAL SET-UP AND RECONSTRUCTION 

(*) Millimeter wave tomography set up     allowing to measure phase and amplitude of U and U j fields at 

straight line 1} = const in £, n coordinate system is shown in Fig .2.      Signal from oscillator 1 with operating 

frequency 136 GHz is divided by directional branch into two signals. One of these signals in given to up-convertor 
2, and the other-to down-convertor 8. Signal from reference generator 10 with frequency 160 Hz is also supplied 
to up-convertor 2. As a result a signal radiated by antenna 3 which is represented by an end of a dielectric 
waveguide (electric vector E of the wave is directed along straight line 6 ) is shifted up by frequency at 160Hz 
relatively to operating frequency of oscillator 1. Sample 5 may be rotated round its axis and move along straight 
line 6 (step motors are used to move and rotate). The signal received by antenna 7 in the absence of the sample is 
given to down-convertor 8. 

GH-gHHH- 

E pj 
Fig.2. Scheme of tomograph with dielectric antennas. 
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The signal from the operating oscillator 1 is given to the same down-convertor, with the result that signal 
at the output of device 8 is shifted "down" and its frequency 160 Hz. This signal is fed then to vector voltmeter 9. 
A signal from generator 10 of frequency 160 Hz is supplied to the same voltmeter. Amplitude A and phase <& 

measured by vector voltmeter 9 are taken to the equal to amplitude and phase of the incident field U j at straight 

line 6. Analogue signals corresponding to the measured amplitude and phase of the field U j are given then to 

system 11 of processing and obtaining of image which is also manage the stepping motors. 
In this case when an object weakly scatters an incident wave and Rytov or Born approximations for 

scattering field, the measured signal will correspond to the total field U received by antenna 7 in line 6. As this 

takes place, U r measured in   the straight line 6 is substituted into formula for the diffraction tomography 

equation instead of plane wave field   ei1,k in the straight line rj = const at 0 < 6 <, In; Ad = n I 6 .All 

measurements were carried out at rf = 7 + 9X . 

Fig. 3-4 shown images of | Q(r )| cross sections of the objects under experimental investigations: 

Fig. 3- cylinders with approximately circle cross-section manufactured from a paper and having the following 
dimensions: height h = 20/1 {X = 2 mm ); diameter D = 12.5/1. The thickness of the wall is t = 0.051. Fig.4 
shows the same cylinder but it has two slots (12 and 7 mm) in the wall 

0087 - 0.0090 
0084 - 0.0087 

40- 

i^ 'V .^^v ■■0.017 - 0.01t 
^H 0.016 - 0.017 

0081 - 0.0084 ■^■■^H'-?^^'??^' ̂ &^$)kt7:x&; '0.015 - 0.01« 

0078 - 0.0081 

0075 - 0.0078 
0072 - 0.0075 

J0- 

-Sb'N - £/     er 

Pi 0.014 -0.013 
■10.013 - 0.014 
■10.011 - 0.013 
BSgo.oio - o.oii 

0069 - 0.0072 
0066 - 0.0069 
0063 - 0.0066 

to- >• 

-30- 

0.009 - 0.010 
0.000 - 0.009 

sfM0007 - 0.00« 

0060 - 0.0063 

- 

- 0                -20 
1 
0 

i 
20                  40 

X.MM 

Fig. 3. Fig. 4. 

Fig. 3-4. Images of cross sections of the objects under experimental investigations. 

5. CONCLUSION 

Thus, an image is a reconstructed distribution function in the region of investigated cross- section of 
the object of one of its electrodynamical parameters. The images are obtained using methods of first-order 
diffraction tomography for weakly scattering objects having a simple structure. Reconstruction of images has 
shown that at millimeter waves the high frequency approximation in the basic equation of diffraction tomography 
may be assumed. 

The investigations carried out have showed that there are difficulties when reconstructing the object 
images with complicated structure ( several short- range located mhomogeneities in the object). In this case, 
there may be observed a multi- scattering and the methods of first- order diffraction tomography do not allow to 
reconstruct the function to be found sufficiently accurately. 
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SOLUTION OF INVERSE PROBLEM FOR A CHARGE COMBINED 
WITH A POINT-LIKE DIPOLE 

V. Ya. Epp and T. G. Mitrofanova 

Tomsk Pedagogical University, Tomsk, Russia; e-mail: epp@tspi.tomsk.su 

The inverse problems in electrodynamics are not sufficiently advanced from our point of 
view though they are of certain theoretical interest and practical implementation. Inverse 
problem of radiation of a relativistic charged particle has been solved in 1-3]. Here we propose 
a particular inverse problem of electrostatics. 

It is well known that the field induced by electric charge arbitrary distributed within a 
finite area is in the far-field approximation equal to the field of a point-like charge and dipole 
momentum. Calculation of the field produced by a given charge or dipole momentum is referred 
to as a direct problem. The inverse problem solved in this paper is as follows. Suppose we 
know that some electric field is generated by a distant point-like charge combined with an 
electric dipole momentum. The problem is to restore the position and the value of charge and 
dipole momentum. It is evident that the knowledge of three components of the electric field 
E is not enough to find seven unknown quantities: position of the charge and momentum f, 
vector of dipole momentum d and the value of the charge e. Thus, we assume that we know 
the electric field vector E and a three-dimensional tensor of first derivatives E%j — dEi/dxj. It 
follows from the Maxwell equations that xotE = 0 and divE = 0, which yields Ey = Ep and 
En + E22 + E33 = 0, respectively. Hence, only five independent components of Ekj remain. 
Besides, the considered field is axially symmetric. In cylindrical coordinate system p, <j>, z we 
have three additional conditions: E$ = 0, dEp/d(f> = dEz/d<t> = 0 leaving five independent 
unknown quantities: two components of E and three components of JBy. 

Let the origin of a Cartesian coordinate system x1,^, z1 be at the point where the vector 
E = (E'x, E'y, E'z) and tensor E\j are known. It is convenient to use a special coordinate system 

x, y, z which we define as follows: the axis x is directed along the vector E, the axis y along 
the principal normal and the axis z along the binormal to the field line. The principal normal 
n is given by the equation [4]: 

n~kEds' 
where E = \E\, k is the principal curvature of the field line, andj? is the coordinate along the 
line. After simple algebra we derive the normal n and binormal b: 

"=d^x[jöXjg]1) issw[Sxü[> (1) 

where D - (E$)E, Efi = E'jE'^ and k2 = [E x D^/E6.   Now we transform the vector 

E = (££, E'y, E^) and tensor E'^ into the new coordinate system in a standard way 

Ei = aikE'k,    Eii = a^ajsE1^ (2) 

where the transformation matrix a^ can be found from (1): 

aik = hk,    avk = -j^]iEkEj(EjEik-EiEkj),    azh = -j^ekimEiDm, (3) 

6ik is the Kronecker symbol. The result looks like follows 

/ En   E\i 
E = (E,0,0),    Eij=\  En   E22   0      I. (4) 
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In particular, E12 = k = E^JE^D
2
 - {E^f. 

We consider only those points of the field where k ^ 0. Now let us proceed to the solution 
of the problem. The field of a charge and dipole momentum is (see [5]): 

- _eR     Z(Rd)R - R2d 
E~&+ RS 

(5) 

with R being the vector from the charge to the point where the field is determined. Taking the 

derivatives we obtain 

EjiA — —        — 0, J%3 dx« 
<%j 

e        Rd 
&+3R? 

+ zdjRi+d1Ri_3 

Ry 

e        Rd 
(6) 

In the coordinate system x,y,z we replace R = -r = -(a:,y,0) and d = (dx,dy,0). Then (1), 

(2) take the form 

r2d„     .        ey     Z(fd)y - r2dy 

(rd)' 

E 
ex     Z(r<J)x - r*ux 

*»3 <f*d 

-E/11 — —z .3M_Ä_3a;
2 4-5^ 

(7) 

(8) 

El2 = _3^+^-3xy 
e _5(^) £33 = -0 — 3 

(rd) 
(9) 

We have got five equations for five unknown quantities: x,y, dx,dy, e. First we use (7) and the 
last of (9) to find the value of the charge and dipole momentum 

dx = -r3(E + E33x),    dy = -r3yEz3,    e = -2r3Fs3 - ZxrE. 

Substituting this into (8) and the first of (9), we obtain 

x2(2E33 + En)+y2(Ez3-Eu)+2yxEn   =   0, 

-xy(E33 + '2En)-y2E12+x2Ei2 + ZyE   =   0. 

This set of quadratic equations has the following solution: 

(10) 

(11) 

x 
ZE 

4E2
n + F2 F3± 

EnjFi — F2) ZE 
,y~ <LE2 + F2 

12 
2#12 ± 

2Eh - F1F3 (12) 

where Fy = E22 - £33, F2 = F33 - F11, Fs = #11 - #22, S = y/^ + F^. Substitution 
of (12) into (10) yields the value of the charge and dipole momentum. We see that (7) - (9) 
have two different solutions. It means that the same field with its derivatives can be created 
by two different sources. Now the solution of the problem can be easily transformed back into 
the original coordinate system by means of the inverse to (2) transformations. 
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VALIDITY OF APPROXIMATE BOUNDARY CONDITIONS 
FOR PERIODIC STRIPS ON CYLINDRICAL SUBSTRATES 
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Unska 3, HR-10000 Zagreb, Croatia 

Abstract 
The strip gratings on dielectric cylinders are analyzed by using two types of approximate boundary 
conditions and by the moment method (MoM). The used approximate boundary conditions are the 
boundary conditions obtained by the homogenization method (BCHM), where the local planar 
approximation was applied, and the asymptotic strip boundary conditions (ASBC). The results 
show that the both approximate boundary conditions give good results when the period of the strips 
is small compared to the wavelength. However, BCHM gives more accurate results, and practically 
there is no difference between the MoM results and the results obtained by BCHM method if the 
periodicity is small enough. Furthermore, the ASBC cannot predict the coupling of the incident 
wave to the waveguide modes of the strip-loaded dielectric cylinder, which is predicted both by the 
MoM and the BCHM methods. The numerical results are also compared to measurements showing 
a very good agreement. 

Introduction: Strip gratings are well known for their polarization properties. Incident waves with the 
electric field parallel to the strips are mainly reflected, and waves with the electric field orthogonal to 
the strips mainly pass through die grating. In the present paper we analyze strip gratings located on the 
dielectric cylinder (Fig. 1). The analysis can be easily extended for strips located between any two 
layers inside cylindrical multilayer structures. 

Analysis: We have performed accurate analysis of periodic strips inside a multilayer structure by 
expanding the currents on the strips in basis functions, and the amplitudes of the basis functions are 
determined numerically by the moment method (MoM) [lj.The electromagnetic field is in the form of 
Floquet modes due to the periodicity of the structure. It is sufficient to determine the current on one 
strip, since the currents on the other strips are identical except for a phase difference. 

If the source excites a full spectrum of plane or cylindrical waves, such as a dipole, the Floquet-mode 
expansion/MoM is a laborious process. A simpler approach is to use approximate boundary 
conditions. We have used two types of approximate boundary conditions: the asymptotic strip 
boundary conditions (ASBC) [2], [3] which in the planar case correspond to modeling the strips as a 
unidirectional conducting screen [4], and boundary conditions obtained by the homogenization method 
(BCHM), i.e. by averaging the fields of the fundamental Floquet mode [5]. 

In the BCHM case we have used a local planar approximation, that means we suppose that the surface 
where the strips are located is locally a plane surface. By this we can easily transform the boundary 
conditions from the rectangular coordinate system [5] to the cylindrical one. For example, for <p- 
directed strips we have 

E; =E: ,E:=E;, (D 

*       2 
ja>l^iK -H-z)--JL_IiW -s-E-p) (2) 
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Hf-H* = 24 
S+ + £ 

(3) 

where superscripts + and - denote the E- and H-fields and permittivity/permeability above and below 
the strips, respectively. Parameters le and //, are defined by 

I = —lncsc—— e    n        IP 

P        nW 
L = — lnsec- 

n        IP 

where P and JT are the periodicity and the width of the strips (Fig. 1). 

(4) 

The ASBC are more general, and they do not depend on the geometry. Theoretically, the surface with 
the strips can be of any shape, and the strips can be nonperiodical provided that the distance between 
strips is small enough. For ^-directed strips the ASBC are 

(5) 

E: = E; (6) 

Note that the ASBC can be obtained from BCHM by letting P -> 0 and by keeping the ratio PIW 
constant. 

Results: Fig. 2 shows the calculated scattered field from the dielectric cylinder loaded with periodic 
circumferential strips. The results are obtained by the MoM (accurate results), and by the ASBC and 
the BCHM methods. The radius and the relative permittivity of the cylinder are p = 1.2 cm and er = 
2.1. The frequency is 10 GHz, and the periodicity and the width of the strips are P = 0.8 cm and W = 
0.3 cm, i.e.0.27 Ao and 0.1 A», respectively. The incident wave is TM2 polarized, and angle of 
incidence is #= 90° (normal incidence). The shown scattered field is normalized to 
Etpj/xkpexpi-jkp). Both ASBC and BCHM results show a good agreement with MoM results. 
However, the BCHM method is more accurate and practically there is no difference between MoM 
and BCHM results. 

P    W 

11111111111111111111111 [ 1111111 M 11 

30      60      90      120     150     180 
<t> (deg) 

Figure 1. Geometry and coordinates of strip grids    Figure 2. Scattered field from a dielectric cylinder 
on dielectric cylinder. loaded with periodic circumferential 

strips. 
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Fig 3. shows the equivalent blockage width of the scatterer from the previous example. The equivalent 
blockage is a complex parameter showing how wide the cylinder appears for electromagnetic waves, 
and it is obtained from the forward scattered field [2]. The incident wave is TEZ polarized, and the 
results for two incident angles are shown : 0= 60° and #= 90°. The numerical results are also 
compared to the measurements. The results again show that both the ASBC and the BCHM are 
accurate approximations, and that the BCHM method is more accurate (as in Fig. 2, there is no 
difference between MoM and BCHM results). Furthermore, the ASBC cannot predict the coupling of 
the incident wave to the waveguide modes of the strip-loaded dielectric cylinder, which can be seen in 
measured results and in the calculated results by the MoM and the BCHM methods. It is interesting to 
mention that although the cylinder has a relatively small radius (0.42 Ao at 10 GHz) the local planar 
approximation used in the BCHM method works very well. 
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Figure 3. The equivalent blockage width of a dielectric cylinder loaded with periodic circumferential 
strips, (a) fc 60°,(b) 9= 90°. 
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DIFFRACTION OF ELECTROMAGNETIC WAVES BY 
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E. K. Lipachev 

Kazan State University, Kazan, Russia 
email: evgeny.lipachev@ksu.ru 

We consider a boundary value problem for the Heknholtz equation that arises in 
the mathematical modeling of the scattering of a plane electromagnetic wave by infinite 
perfectly conducting gratings with an arbitrary piecewise-smooth profile of finite size. 

In the Hubert space of the square-integrable functions we find the solution of this 
problem as a potential whose density represents a solution of a weakly singular integral 

equation. 

1. Statement of the Problem and Notations. Consider the problem of finding 
the field scattered due to a plane electromagnetic wave incident (at the angle 6 with 
respect to the axis z) onto a conducting grating [1]. The geometry of such a grating 
is characterized by the curve 7 = {(x,f(x)) : x € [-a,a]} U (R\[-a,o]), where / is a 
piecewise-smooth function, Q = {£lj}™=1 is the set of boundary edges. 

Figure 1: Geomertry of the gratings 

This problem can be reduced to the following boundary value problem.   Find a 
function 

,     .  _ J Ey(x,z)   , in the J5-polarization, 
v(x,z) :-: j Hy{x,z)   , in the ^-polarization, 

which satisfies the two-dimensional Helmholtz equation: 

Av(x, z): + :k2 v(x, z) :=: 0,    Im k > 0, 

with the following boundary conditions: 

v(x, z) - -Uo(x, z),: (re, z) E 7\fi,    - in the jB-polarization, 

and 

—(x, z) :=: ST(X, Z), : (x, z) G 7\fi,    - in the #-polarization, 
on on 
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where UQ is the incident field. 

We assume that the function v satisfies the edge condition [2] at the points Clj and 
the radiation condition at infinity: 

"'=e"'°(^)- %-ikv" = e'k'°{-j?)- Mk*0' 
where r — sjx1 + z2, z>0, v* (x,z) = v(x,z) — v{x,z), 

T.ir ,\ _ p-max+ßz),t.-ik(ax-ßz)     c _ { -1   , in the ^polarization, 
v\x,z)-e i-t,e >    ^"(    l   , in the ^-polarization, 

g(x) = f{x), x € [-a, a];    g{x) = 0, x <£ [-a, a]. 

2. Approximation method. In [3], the solvability of the scattering problem in 
C®(S) PI C(S U 7) (S = {(x,z) : z > g{x)}) for a smooth boundary has been proved. 
With the aid of this one can prove the uniquieness of solution of our problem in the 
Hubert space of square-integrable functions. 

By using the integral equation method [4], this problem can be reduced to solving 
the following set of integral equations: 

where 

if>(x) = x(x) + (5iV)(*) + (B2^)(*), 

—a 

[B^){x) = -y/ Hi1\kr*)h2(x,x')^(x')dx\ 
—a 

hlM = J_ {(x-af)/'^') - (g(x) - f(x'))}, 
Tppi 

M*,0 = ~J- {(x-x')fx,V) + (g(x) + /(*'))}, 
r*pp> 

in the case of ^polarization, and 

<p{x) = p(x) + (DKP)(X) + {D2<p)(x), 

where 

(Dl(p)(x) = ~ f HPikrMzJMaO*!, 
—a 

—o 

qi(x,x') = -i- {(g(x) - f(x>)) -{x- x')fx(x')}, 
rppi 
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i Ppi 

in the case of ÜHff-polarization. 
Solutions of these integral equations are approximated by splines whose coefficients 

are determined via.the mean-values of the input data [5]. A computer algorithm for 
soving the probelm has been developed. 
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MODEL SYNTHESIS OF EFFICIENTLY ABSORBING 
STRUCTURES WITH DIFFRACTION GRATINGS 

L. G. Velichko 

Institute ofRadiophysics and Electronics, National Academy of Sciences of Ukraine 
12Acad, ProskuraSt, Kharkov, 310085, Ukraine 

In this paper we consider certain problems related to the synthesis of the efficiently absorbing 
structure (perfectly conducting periodic grating covered with a dielectric layer having complex-valued 
permittivity s). The optimization of absorbing properties of this structure is carried out. As a result, 
analytical relations between absorbed (reflected) energy and electromagnetic and geometric 
characteristics of the system under study are derived. These parameters form the input data set in the 
synthesis problem. Some algorithms for solving relevant inverse problems are suggested in the paper. 

1. Optimization of absorbing properties of coatings 
Let us consider a perfectly conducting grating covered with a dielectric layer of depth 2TC0 (Fig.l). 

The absorbing ability of the coating material is determined by the imaginary part of the complex-valued 
relative permittivity s = Re E + / Im E, Re E > 1, Ims>O.LetImsbe fixed and a plane E -polarized 

wave t/°(v,z) =exp[?'(O0v-r0z)] be incident upon the structure (with the angle of incidence cp). 

Here, r„ = >/K
2
-<£

2
, Re T„ > 0, hn T„ > 0, O„ = n+K sin cp, K is a dimensionless frequency 

parameter (the ratio of 2% to the incident wavelength). The series representation of the total field 
U(y,z) has the form: 

U(y,z) = 

U° + Za^+W,   z>0, 
n=-oo (1) 

where r„E = JK
2

B-4>1,   ImT* >0,   Rer„E >0. To determine the complex scattering amplitudes 

an, we apply the method of generalized scattering matrices at the 

boundaries of partial regions (in the planes z = 0 and 
z = -27t8). Consider that the generalized scattering matrix 
R = {r„p}„rP of the grating, placed in the medium with 

parameters e0E and [i0, is known [1]. Further we shall use so- 
called generalized characteristic {N,M} of the scattering 

phenomenon [1]. Here, N = ^irj-1 Ref„   is the number of 

Fig.l 

the scattered harmonics propagating without decay. M is the 
similar characteristic for s -layer as 1ms = 0. It is obvious that 
it determines the number of waves that are «deeply» involved in 
the energy exchange between the grating and the radiation region 

z > 0. W° =\an\2 r0
-1 Rer„ is the relative part of the scattered energy carried away from the grating 

by the wave with the complex amplitude a„. 
Consider now the ranges of parameters K, O, and E that are characterized by vector {N,M} 
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with N = M = 1. Without considering the fields decaying exponentially in a layer even with Ime - 0., 

we get 

lvnl2+m2+2|vnlliqcos(argi:-argv0)     0<arg(>.>)<2lt, (2) 

°     l+iv0|
a|J!qa+2|vol|Alcos(aigi: + aigv0)' 

where K=rooe
iMT\ v0=(T0 -r0

E)/(r0 +r0
E). 

Minimizing (2) as a function of arg K, we obtain the Mowing estimation of the reflected energy. 

(3) 
^<(|v0HA1)2(Hvol|Kir2 

as 

(4) 
cos(arg£-argv0) = -l . 

Condition (4) can be written in terms of electromagnetic and geometric parameters of the structure as 

follows 

47t6 Re r0
E + arg r00 - arg v0 = -n + 2nm,   m = 0,1,2,.... 

For argv0 approaching , (when the value of Ims is not very high), (5) is coincident with a 
longitudinal resonance condition for the zerom harmonic in the layer separating free space and the 

grating. In the interval 

o <|/q=koolexp(-4ueimr0
E) <2|v0|(i+|v0|

2 r1, (6) 

under conditions (5), the structure has higher absorbing ability than the dielectric half-space, that is 
W0° ^v0|

2. The total minimum of the reflected energy is reached at the same conditions for 

|r00|=|v0|exp(47c9Imr0
E). 

Disregarding condition (5) we obtain from (2) that W0
a <$v0\2 provided that 

„r  T.ss   2|v0|[-cos(arg^-MgVo)l (7) 
|/q=koolexp(-4*eimr0

E) <-^——2 • 

In the case ofaplane perfectly conducting underlayer, |£| can be reduced to a satisfactory value only 

through increasing the layer depth (| K\= exp(-4*9 Imr0
E) ). In order for (5) to be realized, the depth of 

the layer has to be equal to an odd number of quarters of wavelength Xe in 8-medium 
(2«9/X = (2m -1)/4 m = 1,2,...). The use of gratings allows to solve the optimization problem for 
absorbing coatings more efficiently. In the first place, it is achieved through choosing *e proper values 
of argr00 «accelerating» the wave (the depth of the layer can be reduced substantially); in addition, we 

can select the parameters and operation conditions of a grating in such a way that |r00| gets into a 
required interval at a minimum layer depth 27t9. ^ 

An important point is that such satisfactory selection can be realized not only for discrete sets of 
values of K and O, but also if the angle of incidence and the incident wavelength are varied through a 
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wide range Similar analysis has been performed for 
N>1, M>\, when harmonics «locked» within the 

layer come into existence. 
2. On algorithms for solving inverse synthesis 

problems 
The conducted optimization of the absorbing 

properties of a coating allows one to consider the 
problem of synthesis of a grating ensuring the desired 
characteristics of a coating. To do this, the period of the 
structure, the depth of the layer, and the relative 
permittivity of material are settled. We set also the 
ranges of incident angles and frequencies as well as the 
relevant maximum value of the reflected energy, 

msKWo=W. The algorithms for solving the 
associated inverse problems of synthesis of a periodic 
structure in a frequency band are suggested. These 
schemes are based on the integral representations 
relating the complex scattered amplitudes a„ with the 
continuous current density r|(v) on the boundary S 
(the function /(v) describes a profile of the grating): 

120 

112 

104 

arg a,         ■ i 
 -2 
 3 

•    -4 .  

K 
0.7 0.8 

Fig. 2 

0.9 

12« 

4*r„ J
0 

(8) 

If we have P amplitudes a„ ,a„^,...,a„p of the scattered field on the frequency interval [K1,K2],then 

one of the possible solutions of the inverse synthesis problem have the form: 

/00 = Re (9) 

Numerical examples of the use of this algorithm for different P are presented in Fig.2. The problem is 
to synthesize a periodic structure having scattered characteristics closely approximating the given 
complex amplitudes a^ (K) (curve 1 in Fig.2) at 0.652 < K < 0.952 and <p = 10°. As input data for 

solving the inverse problem the solutions (complex amplitudes) of a direct problem for perfectly 
conducting grating from semicylinders are used. The diffraction characteristics of the synthesized 
structures (by the example of «-1» scattered harmonic) are depicted in Fig.2 by curves 2-4. The sets of 
input data { a_{(K),ü0 (K),P = 2 }, {a±l(ic),a0(K), P = 3 }, and {a_s (K), ...,as(K),P = 11} correspond 
to curves 2,3, and 4, respectively. The detailed description of the algorithms we have given in [2]. 
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ELECTROMAGNETIC WAVE SCATTERING BY SEMI-INFINITE GRATING 
CONSISTING OF METAL STRIPS PLACED IN MAGNETIC-DIELECTRIC HALF SPACE 

Sergy N. Vorobiov and Dmitry L. Litvinenko 
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4, Chervonopraporna St., Kharkiv 310002, Ukraine 
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The problem of electromagnetic wave diffraction by semi-infinite gratings is of particular interest in 
physics and mathematics. On the one hand this structure is almost infinite (far from its first element) and 
should have properties inherent to periodic gratings: discrete spectrum, Wood's anomalies, etc., and on 
the other hand it is a quite finite structure (near its beginning) and should have continuous spectrum, 
cylindrical-type wave propagating (if 2-D problem is considered) in this zone, etc. Dealing with the 
semi-infinite grating consisting of thin metal scatterers, it is obvious that surface current distributions on 
the scatterers will differ not only in a phase shift (i.e. the Floquet theorem can't be used). There is 
another interesting question concerning the previous: at what number of scatterer (counting from the 
first) its surface current distribution will correspond, with the given accuracy, to the one on the scatterer 
placed in the infinite grating having the same geometry and conditions of excitation? 

Moreover, one can find here some mathematical difficulties through the semi-infinity of the 
structure. The Poisson formula in its classic well-known form can't be applied, but summing up in the 
scattered field representation still remains infinite at its upper limit while terms to be summed decrease 
rather slowly. That is why the solution of the mentioned above diffraction problem with the spectral 
method and the method of moments was not yet successful. 

Consider the grating consisting of thin perfectly conducting strips which are placed periodically in 
the magnetic-dielectric half-space beginning at some distance from its surface and extending to infinity. 
The incident wave comes from the free space and illuminates the structure (see figure). 

« = 0 

h (s,ii) 

txo 

-TNI* 2d 

Figure.  Geometry of the wave scattering by semi-infinite grating. 

This electromagnetic wave diffraction problem is solved in the present paper using the operator method. 
Working with the operator method one has to deal with the Fourier-amplitudes of reflected and 

transmitted fields existing in some domains and to build operator relations with respect to these 
amplitudes at the boundaries separating mentioned domains. Thus, the fields above the structure and 
between the strips are represented in the form of Fourier integrals. Time dependence is assumed to be 
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exp(-iötf) and omitted. Requested operators for the relations to be obtained at the interface of the 

magnetic-dielectric (in the plane Z = 0) and between neighbouring strips are as follows: 

TQ and to are reflection and transmission operators of the boundary Z = 0 (if the wave propagation 
occurs in the direction Z > 0 then the sign plus should be used and, on the contrary, if the direction is 
Z < 0 the sign minus must be chosen); 
r and t are reflection and transmission operators of a single thin metal strip placed in the magnetic- 
dielectric medium (£, jU); 

er/, and Qzi are operators describing phase variations when shifting along the 0Z axis in the direction 

of wave propagation takes place (ez/, in the domain beginning from the magnetic-dielectric surface up 

to the plane where the first strip of the grating is placed, and $z\ in the domains between the planes 
where neighbouring strips of the grating are placed); 

e^/, and e!/ are operators describing phase variations when shifting along the 07 axis occurs (the sign 

plus should be used if shifting takes place in the positive direction along the 07 axis and the sign minus 
must be chosen if the shift occurs in the negative 07 direction; subscripts h and / denote the same 
domains as in the previous case); 
R is the reflection operator of the semi-infinite strip grating placed in the magnetic-dielectric medium 
(£, jU). The operator R has translation properties, this means that the operator R is invariant to the 
position of the strip which is taken as die beginning of the semi-infinite grating. 

Introduce the definition of the integral operator   F which acts on some analytic function g(£) 

converting it into the function d(£): 

d(€) = (F.g)(£) = JF(£g)g(g)^. 

The function of two variables F(^,g) is the kernel of this operator F. Now it is feasible to give the 
analytical representation of kernels for integral operators mentioned above. For the sake of definiteness 
and shortness, assume the incident field to be //-polarised (i.e. to have nonzero components Hx, Ey 

and Ez). The kernels of operators rfandtj, Tandt, ez/,andez/, e^andejj/ are as follows: 

ib±feg)=±y"(g)7/!!
y(g)-g(g-g)>    wfe)=r-fe)+erte)> 

OO °° 

rls(£>) = Js]s(£>)/l;,     thematrix Q hastheform Q = (A-I) \ 

and the matrix A elements are expressed in the form: 

0 

oo 

A„ = V£ (l + (riy*')j Jr(#) J,(0) (l + y^eß-^J 
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Here  5(^ - £)   is the delta-function,  Jä(#)  is the Bessel function of the first kind and S -order, 

7] = kQd is the dimensionless half-width of one strip. 

The kernels of operators r and t obey the equality:    f (§, g) = 5(£ - £) - *"(§,£)• 

e^fo) = exp(*y(s)Ä cosy) •«({ -g),   ed&Q) = exp(/y_(S)/ cosy) • 5({ -$), 
efrßs) = exp(± /g A siny) • S($ - g),     e±/(£,g) = exp(± ig I siny) ■ 5({ - S). 

Connections between the Fourier-amplitudes in the planes Z = 0 and Z = -h COS Iff bring the 

following six operator relations:    a(£) = r0
+ q(%) + tj <%(©,      *b(© = tö #(£) + To" coOÜ)> 

Äjffi^rciCe + teiCrtibffi, c^e^Re^e^). 

It would be mentioned that such an approach has been applied successfully to the analysis of the 
semi-infinite structure consisting of plane infinite periodical gratings [1]. 

On using four last operator relations and after some transformations, the operator equation with 
respect to the reflection operator of the semi-infinite grating R is obtained as a result: 

/(R) = R-r-(I-ErREfr)-1E/-REft = 0,     where Ef = e±rez/. 
This is non-linear in R operator equation, it might be solved by using the Newton iterative technique. 
The (n + l)-th iteration corresponding to the Newton method is expressed as follows: 

r •       w 

R»j.i — R„ ~* *-»+! -/(R)   /(R)IR=RM. 
KdR 

Transformations of the first three operator relations lead to the expression for obtaining the Fourier- 
amplitude of the scattered field above the magnetic-dielectric (Z > 0): 

aß) = (r +1 (I- Ej R Ef r)"1 Ej R Ef t) q(£). 

The generalised criteria of the accuracy of calculations of the reflection operator R and Fourier- 
amplitudes tf (£) of the electromagnetic field in free space is the energy conservation law. In the 
dimensionless form the power conservation law is expressed as follows: 

l Jw 

j(\<k0g)\2 -1qih*;)?)^1?dg = i j(\bQ{kQq)f -1c0(k0g)f^eß-g2dg, 
-l -4m 

where     b0(& = (I - If Ej R EJ)"1 tö f (ft       Et = e%- Qzh, 

c0(|) = E~h R E+
h ib(© = EjJ R E+

h (I - r0-E^ R E^)"1 % q(Q. 

If the energy identity is not satisfied with a desirable accuracy then some additional iterations should be 
done to determine the operator R more precisely. 

Solution of the wave diffraction problem for the semi-infinite strip grating is of specific interest not 
only due to its "middle" position between infinite and finite structures. This problem has physical 
applications also, for example, such as detection and determination of periodical metal inclusions in 
magnetic-dielectric medium by analysing of their scattered fields rather far from the magnetic-dielectric. 

1. Litvinenko L.N., Reznik I.I. and Litvinenko D.L. Wave diffraction by semi-infinite periodical 
structures, Reports of Academy of Sciences of Ukr.SSR, 1991, No.6, p. 62-67 (in Russian). 
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WAVEGUIDING AND ANOMALOUS PROPERTIES OF 
PERIODIC SLANTING STRIP GRATING 

ShirnenA. A. 
Novosibirsk State University 

Faculty of Mathematics and Mechanics, Department of Hydrodynamics 
Novosibirsk, 630090 Pirogova str.2, RUSSIA 

It has been shown that periodic slanting strip grating possesses guiding and anomal 
properties. The dependence of guiding frequency on the geometrical parameters of gratings 
has been investigated. With the help of discrete isometric transform group of grating 
symmetry space of admissible solutions hase been restricted and the existence of guiding and 
anomalous waves has been proved. Pass bands modes have been classified with the help of 
grating symmetry group. Fine structure of the spectrum has been investigated. 

Statement of problems. 
Steady-state oscillations near the strip grating are 

described by the function u, which satisfies the 
following conditions: 

u„ + uw + A2u = 0 - oscillation equation, 
yy 

du 

dn 
= 0 - boundary condition, 

J|(Vw)2 + u2 dQ < oo - energy finitness. 

(B) 

cp-angle of grating incline, L-length of plate, X-non- 
dimensional frequency, © and X are points which 
have rotation symmetry by n angle. 

Since the translation group is commutative and its representation in the space of 
admissible solutions is unitary, the space of solution can be expanded into invariant one - 
dimensional spaces, the functions from which are 

u(x + cos(<p),y+sm(<p)) = eieu(x,y),   (\8\<n) (1) 

The problem B with the condition (1) is called the problem B(G). On the ground of 
translational symmetry this problem can be considered only for Q'={(x,y): 0<y<sin((p)}. 

Waveguiding properties. 
Definition 1  

The vva\eguiding function is defined as the solutmn ui\.\ ■ or pmhlem Hitn.which i^ a 
generalized function of Laplace operator. One - directional periodic structure possesses 
^>i\c^iiKlin^piopctt\. ll mm - tuxial w j^guiding lunuion of pioblcm R(m c\isi    _ _ 

The basic difficulty of investigation of waveguiding property of periodic strip grating is 
that waveguiding and free frequencies of problem B(G) can coincide, in spite of the difference 
of free and waveguiding functions. Let the free and waveguiding frequencies be positive .It 
follows from the condition (1) that the continuous spectrum [0,oo). 
Theorem 1. (Existence of wavegjaiding property)  '    _        

Slanting periodic strip grating possesses waveguidingproperty. 
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Proof The proof is carried out by the method of "Dirichlet - Neumann fork". Let Dirichlet 
conditions (the problem B(DR)) or Neumann condition (the problem B(DR)) be fulfilled in 
addition to the boundary conditions of problem B(6) for x=R (R > 0). For k(DR) - 
eigenvalues of problem B(DR) and X(NR) - eigenvalues of problem B(NR) the following 
system of inequalities X(NR)<X<k(DR) is right. 
(follows from the variational statement of problem), hence it is enough to prove, that for 
VL>cos(cp) 3R that the inequalities 0 < X(NR) < X(DR) <9. 
X>0. It follows from connectedness of ß and condition (1). 
A<0. Any solution u in domain Q represent as u=u+u, where u[r] is function discontinuous in 
the set G, continued with 0 outside the plate grating, u[n] is function discontinuous in the 
whole domain, satisfies all relations of problem B(DR), except the Neumann condition on the 
plate. For all values C - constant the relation 

ADR~     fl   ,2 =M\C,R) 

is right. Here Q=Qn{(x,y): | x | <R}. For big values R the asymptotic representation 

//(C,*) = 02+f+jH 
.R2 

is right. Since the values A and B depend on C, the values of A are negative for corresponding 
choice of constant C, hence for enough big values of R (J, < 9. The theorem is proven. 

Dispersion relation. i 
Due to the radiation condition, the general representation of wave guiding solution of 

problem B(9) are, accordingly for symmetrical oscillations (symmetry rotation of angle is 
equal to 7m) and anty - symmetrical oscillations 

"i(*>}0 = ][X 
»=0 

simmetrical oscillations 
(    f \ 

«=o 

anty - simmetrical oscillations, 

"i(x,y)=^ZA 

cos. h(anx)+ sin 
tiTty  ' 

sin is). 
inh(a„x) sin 

sinh(a„x)+sin 
'  riTjy 

sin w. cosJ h{anx) 

(inQj)-for 

(inQ^-for 

u2(u,v)=fjB„ei (2m+0)v  -orB|«| 

aa =J(milsm(<p)2-A2, ßn =4{2m+9f-X\ L* 1 
For these functions   in order to be solutions of 

problem B(9) on the boundaries of domains Q (j=l, 2, 
3 ), the conditions of continuity of solution and its normal derivative must be fulfilled Grin's 
formula. 
The endless system of equations, which has been received from this Grin's formula, has been 
investigated numerically. 
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One can consider that parameter 6, from relation (1) is a wave number for waveguiding 
function of periodic grating G. Non - dimensional waveguiding frequencies I depend on 
6,these depencies are dispersion relations. In the article, some its approximations have been 
investigated. In particular, the case of little deviation of angel cp for n/2 have been considered. 

Anomalous properties. 
Definition 2  

Anomalous functions are defined as generalized eigenfunctions of problem B, localized 
in the neighborhood of slanting strip grating, satisfying the periodicity condition (2).  

u(x + cos(<p),y + sin(<p)) = u(x,y) (2) 
Since the slanting periodic grating accepts the more narrow symmetry group then the 

simple grating, it's necessary to add the condition 
J(M7>/Q = 0 (3) 

' ''  n 
to the conditions of problem B, where Y - generalized eigenwave. Thus all anomalous 
functions mast is orthogonal to ingoing generalized eigenwave (the direction of propagation Y 
and plane of plates are parallel). This conditions restricted the space of admissible solutions of 
problem. The problem 'B' with the condition (3) is called the problem 'A'. Continuous 
spectrum of Laplace operator, corresponding to free eigenfunctions of problem 'A' represents 
the set o=[47t2, oo), or in terms of non-dimensional frequency [2%, oo). 

Theorem 2 (Existence of anomalous property) 
Slanting periodic strip grating possesses anomalous property, then eosppKL. 

The theorem is proved through the method of "Dirichlet - Neumann fork" 

Fine structure of the spectrum. 
By the existence theorems of waveguiding and anomalous properties the spectrum of 

problem consist of pass bands (a mode -simmetrical waveguiding function, ß mode - anty- 
symmetrical waveguiding function), anomalous frequences (y and 8 modes) and unknown 
spectrum. 

Pass bands Anomalous frequencies    Unknown spectrum 

Ö! CJ2 C5K 
-U    I 1 1 * * * {(-*- 

«i        A n   y,   6,    r2 2TT A 
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Moment - method analysis of electromagnetic wave scattering by plane 
array of chiral strip elements 

Sergey Prosvirnin and Tatyana Vasilyeva 
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A numerical method of electromagnetic modelling of scattering by 2-D periodical array consisting of metal strip 
elements which have complex shape is presented. The method is applied to the characterisation of chiral arrays. 
Scattering characteristics of periodical arrays placed in free space and microstrip arrays are analysed. 

Chiral mediums are well known as mediums that have optical activity. Electromagnetic 
wave transforms its polarisation propagated through such medium slab. There are no natural 
media which have properties of optical activity in microwave frequency region. That is why a 
design and a mathematical modelling of artificial media or electromagnetic structures, 
properties of which are similar to optical activity, are a subject of a great interest [1], It is 
natural to include chiral resonant-size particles, in microwave frequency region, in these 
structures. 

Recently plane structures have been suggested that consist of two-dimensional chiral 
particles and mathematical models were created for the characterisation of electromagnetic 
wave scattering by some structures [2, 3]. Plane chiral structures have typical properties of 
three-dimensional artificial chiral medium but are more feasible in manufacturing. 

In this paper we consider mathematical modelling of plane electromagnetic wave 
diffraction and scattering by periodical structures consisting of strip metal elements having 
complex shape, particularly chirality shape. To the characterisation of microstrip array the 
algorithms were developed and numerical analysis was carried out, i.e. the array which 
elements are placed on magneto-dielectric slab with metal ground plane (see Fig. 1), and 
diffraction array in free space. Arrays are periodical in two orthogonal in the plane directions. 
The elements of arrays are plane metal strips of complex shape, particularly chiral S-shape 
and C-shape. 

© 

<D_ 
//;/ s;s 

i s _____ 
«-      ! 

'« 8, fl d, 

-h 
■lLZ 

s 

i    >>       ; s 

Fig. 1. Microstrip array. 

In each case the solution of boundary value problem was reduced to a moment-method 
solution of integral equation for unknown surface current density on the strip elements of 
array. Spectral representation of Green's functions were used in the both cases: microstrip 
array and array in free space. Integral equations were obtained under the assumption that 
surface current flows along the strip element only, i.e. the width of the strip which can be 
variable is so small that current density cross component can be neglected. The cross current 
density distribution is given by a single moment-method basis function with the necessary 
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singularities for the current distribution at the strip edges. The expansion of the current density 
along the curved strip is made by using the roof-top basis functions. 

Such array scattering characteristics have the resonant behaviour versus frequency. 
Resonances arise at frequencies when a half-wave-length in the free space or the microstrip 
line equals approximately to the strip length. Essential variations of the amplitude and 
polarization of reflected and transmissed fields occur at the wave resonant conditions. 

For simplicity, we shall consider the normal incidence of a plane electromagnetic wave on 
the array: E! = pe,fe. Both periods of array are assumed smaller than the wavelength: dx IX < 1 
and dy IX < 1. Then there is only one space harmonic in the reflected and transmitted fields: 

Er = re~tla, E' =tefe. In each pair, the vectors r, pand t, p are connected by the 
operators of reflection and transmission: r = Sp, t = 7p. When bases are formed by the unit 
vectors e„ and e„, the matrices of S and T tensors as follows 

5 = 
(< 

\sy* 

\ 
*y 

yy ) 

T = 
XX 

t \y* 

•xy 

t 
yy ) 

The identities s„ = sm xy yx and iy = t^ follow from Lorenz's lemma and energy conservation 

low. The relations T = 0and 1^1 =1^1 hold true in the case of a microstrip array as well. 
The reflection field has an elliptic polarization in usual case of normally incident plane 

line polarized electromagnetic wave on a microstrip array consisting of S-shape elements in 
the regime of the propagation of a single partial harmonic. However the reflected field has 
linear polarization that is orthogonal to the incident field in the certain resonant conditions. 
Such microstrip screen can be as fully transparent for a linear polarization transmitting- 
receiving antennas in the certain conditions. 

1.0 
Fig.  2.  The elements of reflection 
matrices versus dx IX ratio 
(dx=dy,e = 2,fii = l,a/dx=03, 

wldx= 0.005, h/dx =0.1$; the 

curves    near     dx/ X = 0.285 

correspond to (px = 120"; the curves 
near dx IX = 0.37 correspond to 

^=90"). 

Figure     2     shows     the 
dependence of the elements of 
the   reflection   tensor   versus 
period to wavelength ratio for 
the  case  of microstrip  array 
consisting   of  S-shape   strips. 
Such array is a chiral structure 
that has pronounced resonant 
dispersion characteristics. 

If the angular dimension q>x is such that there are some parts on the strip with mutually 
orthogonal current directions, then the diagonal matrix elements of S might tend to zero (see 
Fig. 2, <px = 120°). Let us consider the incidence of a wave that has a linear polarization along 

0.3 dJX 
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one of directions of periodicity of array. The reflected wave is orthogonally polarized to an 
incident wave at the corresponding frequencies in above-mentioned conditions. 

In the case of array placed in free space it is possible that a circularly polarized normally 
incident wave can be transformed to the approximately equal (by amplitudes) reflected and 
transmitted linearly polarized fields at the resonant dimension of S-shape element (see Fig. 3). 
Turning of polarization plane or transformation to elliptic polarisation of transmitted field 
occur in the case of linear polarization of the incident field in the resonant conditions. 

Fig. 3.  Dependence of amplitudes and 
phases of transmitted and reflected fields 
in the case of left (-) and right (+) 
circulary polarized incident wave versus 
ratio dxl A. Normal incidence. The S- 
shape strip array in a free space 
(dx=dy,w/dx=0.005,a/dx=03 

<pl=90o):A-t~, 2-t+,   3-ty, 

A-t+
y,   5.r-,rx

+,(r-=rx
+), 

6" Yy    ,fy    y\f"y       =   Ty    ). 

°-6   dJX 
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ELECTROMAGNETIC WAVE SCATTERING ON TRANSPARENT WAVY 
INTERFACE 

A. S. Hinski and T. N. Galishnikova 

Faculty of Computational Mathematics and Cybernetics, Moscow State University, 
Vorobievy Gory, V-234 Moscow, 119899 Russia. 

Phone: 939-38-57,939-17-76; Fax: 939-25-96, E-mail: celd@cs.msu.su 

The method of observation of the earth surface by various technical tools is one of the 
most widespread methods for the investigation of the environment. Radar stations of survey 
of the earth surface are of great importance among such tools. We consider the practical 
problem of remote sensing of the sea water. The most important for applications is the inverse 
problem of determination of the reflecting surface boundary. To solve the inverse problem it 
is necessary to have an efficient numerical method for the direct problem solving. 

In this paper we consider the numerical procedures for analysis of the diffraction 
problem of a plane electromagnetic wave incident on a wavy interface between two different 
mediaAn infinite periodical cylindrical surface as well as the cylindrical surface differed from 
the plane on a bounded part of it is discussed here. In the case of an illuminated region wide 
compared to the wavelength of the incident field, the choice of periodic model of reflecting 
surface is justified. . 

Several accurate and approximate methods for solving the problems of reflecting 
gratings have been proposed. We would like to emphasize the methods of Kirchhoff [1], of 
small perturbations [2], and of small inclinations [3] among the approximate methods of 
solving diffraction problems for an undulate surface. Approximate methods may have not 
only high but also low accuracy depending on the range of variation of input parameters. 
These questions are discussed in [4,5]. Approximate methods of solving the diffraction 
problems for reflecting gratings have been thoroughly reviewed in [4]. For a grating with 
rectangular profile, a rigorous method of partial regions was developed and resonant features 
of such a reflecting grating were studied in the works by L. Deryugin. Systematic 
investigation of gratings with saw-tooth profile was carried out at the Kharkov school of 
radiophysics [6]. 

We investigate a full electromagnetic formulation of the problem of plane wave 
diffraction by a periodic wavy interface between two different media, on whose surface either 
the continuity conditions of the tangential components of electric and magnetic fields or the 
Leontovich conditions are satisfied. Boundary value problem for the Maxwell set of equations 
in the half-space is reduced to a set of integral equations over a finite portion of the boundary 
by selecting appropriate fundamental solutions. The authors of this paper have developed the 
method of integral equations in [7]. Perfectly conducting structures have been studied by the 
method of integral equations in [8]. 

Consider diffraction problem in the following formulation. Suppose that S is the 
interface between two media Z>i and D2 with dielectric and magnetic permeabilities *„ /i, 

and e2, Mi, respectively (Im ex = 0). Suppose that cylindrical surface S is periodic along 
the x axis, its generatrix is parallel to the z axis and given by the equation y = /(x). A 
plane wave is incident from £>, onto S. Its time dependence is exp(-/ßrf), with 

K* = m-J8nMi,i *where °> is the frequency. Let us denote, by E0(x, v,z), E.0(x,y,z), 

the incident field of the plane wave, which has the form: 
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E0(x,v,z)=E0 exp(-/a0x-//?0>'+/y04     H0(x,^z)=Vff,//*,Eo(*,.V.*) (1) 

Here a0 =^sin^0sin50, ß0 = *,siiip0cos50, r0 = *,cosp0, where ^0 is the angle between 

the z axis and the propagation direction of the incident field, «90 is the angle between the 
negative direction of the y axis and the projection on the plane z = 0 of the propagation 
direction of the incident field. 

In the domains £>,and D2, we seek a solution to the uniform set of the Maxwell 

equations with the boundary conditions of continuity of the tangential components of 
electromagnetic field across the media interface S. The scattered field satisfies the radiation 
conditions. We shall assume that the total electromagnetic field has the dependence on the z- 
coordinate as exp(/>0z) It can be shown that diffraction problem is reduced to the 

determination of the projection on the z-axis of the field E (x,y) and H (x,y), which satisfy 

a uniform two-dimensional Helmholtz equation with coefficients (£*2 -yl) in the domains 

Z>!   and   D2.   The  boundary  conditions   couple  the  tangential   components  of the 

electromagnetic field. 
In order to derive the integral equations let us introduce two-dimensional quasi- 

periodic fundamental solutions gli2(M,P) to the Helmholtz equation in the domains Dh2 that 

satisfy the radiation conditions, and shown in the work [7]. By using the Green's formulas, the 
properties of surface potentials, and the quasi-periodic fundamental solutions gia(M,P), 

diffraction problem is reduced to a set of four integral equations for u(P)=E{p(P), 

v(p)= H®(P), Su{P)läi, dv{P)ldi over a finite portion S0 of the surface S [7]. The values 
of du{P)ldr, dv{P)ldr, for a numerical solution of this integral equation set, are substituted 
bywfP;andv{?;on50. 

In the particular case if wave incident in the xy-plane O0 =0), boundary conditions 
can be simplified, and the set of four equations splits into two independent systems of integral 
equations of the form 

SM-iJ mP en 
dsp +UO(M), 

Ov 'An lir i dn       In \ L v ' dnMdnp 
kP)irir-(g2(V,P)-gi(¥,P))- 

-iMj-fafrsy-gfrst 
äip   dnM 

dsp 
, <?«o(M) 

dn M 

MeSn (2) 
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where     a = l,     u(P) = u(P) = E(?(P),    in    the    ^-polarization,     or     a = e2lex, 

u(P) = v(P) = H{z){P) in the ^-polarization. Integral equations are further solved by 
discretization (2). Algorithms have been constructed based on explicit representation of the 
logarithmic singularity contained in the equation kernels. 

In the case of the media D2 having a strong conductivity, the Leontovich boundary 
conditions are valid on the surface S: [nx~E]=-W2[nx[nx*H\]. These conditions for the 
electromagnetic field, which satisfies the set of the Maxwell equations and has a dependence 
on the 2-coordinate as exp(iy0z) can be written as 

F -W* .    cHz    .     dEz 
n 6r l dn 

B..;    » *      mr z>2 Wißt 

SE.    .     ffl. 
***"* dn 

(3) 

To solve the diffraction problem, the set of two integral equations for the unknown functions 
du(P)l&i, MP)lfa on S0 is obtained. If y0 = 0, i.e. if the plane wave propagates in the xy- 
plane, the boundary conditions (3) become simpler, and a single integral equation for 
äi(P)/äi can be obtained instead of the set of two equations. An integral equations set with 
respect to äi{P)lck and v(P) can be derived analogously. In the case of y0 = 0 we obtain the 
integral equation for v(P). 

A similar consideration has been developed for a plane wave diffraction problem on 
the surface differing from the plane on a bounded part of it. The sets of integral equations 
have been obtained for the interface between two different media and for the surface with the 
Leontovich boundary conditions. 
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ELECTROMAGNETIC WAVE SCATTERING 
BY RECTANGULAR-CELL DOUBLE-PERIODIC MAGNETO-DIELECTRIC GRATINGS 

N. V.Ryazantseva and V.V. Yachin 
Institute of Radio Astronomy 

of the National Academy of Sciences of Ukraine, 
4, Krasnoznameimaya str., 310002 Kharkov, Ukraine 

Abstract 

The problem of electromagnetic waves scattering by a double-periodic grating is ^ **! 
new method based on the rigorous volume mtegro-differential equation, The Galerk*.method 
£ applied to reduce this volume integro-differential equation to a set of second-order 
differential ones with constant coefficients in fonctionak Numerical solution was obtained for 
the simplest double-periodic magneto-dielectric rectangular-cell grating as an example of a 

structure with translational symmetry. 

Introduction 

Periodic screens are used in many applications as a filter of electromagnetic wave. The 
purpose of this paper is to present a simple transformation from the integral equations to the 
differential ones lat leads to efficient way of solving the scattermg problem forwaves 
arbitrary incident on a double-periodic structure. We shall analyze the case of the rectangular- 

cell magneto-dielectric grating shown in Fig 1. 

Fig. 1. Geometry of free-standng surface. 
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Method 

The most general set of integro-differential equations for the electromagnetic field can be 
written in the form borrowed from [1]: 

*(?)= $»(?)+—(W+^2)|,^-l)i(?')G(|r-^|y?'- 

-^Vx((^-l)^)G(|?-?1y^ (1) 

W) = ^o(?)+^:(VV+/Sr2)((^-l)^)C(|/'-?1)rfr' + 

where V acts on f,G(r-r') is the Green's fimction. Ihe material of the medium is 
characterized by the relative permittivity tensor i and the relative permeability tensor //, V 
is the volume of scatterer, £0(r) and H0(r) are the electric and magnetic components of the 
incident field. Time dependence of the field is assumed to be exp(-/wf) and suppressed 
throughout this paper. 

Taking into account the scattering structure geometry and characteristics of the incident field 
we can rewrite equation (l)-(2), where the Green's fimction can be represented in the integral 
form as: 

G(r,r>)= —J J ,  arty 
*n -co yjk -y -or 

and the field inside the grating is expanded in terms of the Floquet modes (see e.g[2 ]): 

E(x,y,z)= 2- IXC*)*     l'   e     L>   , 
m--co*—a> 

Lx^ 0 0 
to     to -*■     *iwi.     ,,%     2KH, 

M—cox—to 

'(*. +-;-)* rtk/+-jf">> 

M—cox—to 

#«(*) = 71~JJtf(.x'0'',z')*      *   e      L> dx'dy', 
i'v'U,    ft   n "*•*> 0 0 

After substituting these expansions into (1), (2) the obtained expression is integrated over all 
possible variables of integration and differentiated with respect to x and.y. Then we act on the 
left and right-hand sides of these equations by the finte integration operator: 
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b.\    ...    2«.     _,,,„   2rf 

Eventually, using the easily derivable relations: 

where I^^IK^^'^MM- jfi-$*.<&**-" «» 

^ = Ak2 -(kx+lfisl Lxf-{kf +2ffr/Lf)
2 one can obtain linear differential equations of 

the second order with constant coefficients in the fitnetionals /„., M*. Then, following [3], the 
transmitted field can be determined: 

-KW + rjr, - xLW, - %x'M 

where ty; = jjrM = £x + 2an f Lx, £0; = 0„ = £, + 2«« / L, are me propagation constants of 

the medium, C, are me coefficients of the expansion, X, #j are the eigen values and associated 
eigen vectors of the structure. 
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PLANE WAVE SCATTERING 
BY A CASCADED DD7FRACTI0N GRATING (fl-CASE) 

Z.Nazarcmik, O.Ovsyannikov, T.Senyk 
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5 Naukova St., Lviv 290601, Ukraine 
e-mail: nazarch@ipm.lviv.ua, oleg@ipm.lviv.ua, star@ipm.lviv.ua 

ABSTRACT. The problem of a plane wave scattering on a multielement diffraction grating is considered in 
the paper. The diffracted field is sought for as a double-layer potential The technique of integration contour 
deformation is utilized for Green function's calculation. An accounting for a singularity of an integrand on a 
specially chosen part of the integration contour is adopted to derive a numerical solution. To reduce the 
computation time for Sommerfeld-type integral calculations essentially a Lagrange-type interpolation 
polynomial of several variables is constructed. By an integration contour deformation and accounting for 
residues from poles the estimation of the Green's function at infinity is provided. A two-layered grating of two 
curvilinear screens on the period was considered. 

The correct modeling and engineering of radiowave equipment in the superhigh frequency range 
require accounting of resonance effects. The high merit of such effects leads to rigorous methods in their 
investigation, in particular - to integral equation technique. Cascaded diffraction grating often is a resonance 
element of such equipment. Effects of resonance interaction of electromagnetic waves with such grating are 
known. But electromagnetic wave diffraction by cascaded grating with shape close to an open planar waveguide 
is not widely presented in papers yet. This paper is devoted to the last case. 

Consider multielement ^-periodic grating in homogeneous isotropic media with wave number %. One 
period of the grating may contain N cylindrical perfectly conducting screens with generatrices parallel to Oz 

axis. Cross-sections of the screens by xOy plane are open smooth Lyapunov-type contours Lk,k = \N. The 
grating is irradiated by a unit-amplitude plane electromagnetic wave with exp[-imt] time dependence incident 
at /? angle to Oz axis. Such problem is reducible to Heimholte equation solution which satisfies the following 

conditions: of Dirichlet (^-polarization) or Neumann (F-polarization) on the arcs Lk,k = \N; of Meixner-type 
near the screens' ribs (Lk arc end-points); of absence of wave propagating from infinity (except the exciting 
one). Consider only the /f-case now. 

The diffracted field is sought for as a double-layer potential. Using Floquet periodic condition a Green 
function of such periodic problem is obtained 

i  +0° 
G{tk,z)=l-H2\vk) + - ^H^(x\tk +i«*-z|)expPx<frsinß], (1) 

4 ^ K=-00 

n =M, t^ttis^x^+iytist), sk - arc abscissa of contour Lk, z=x+iy - complex view-point coordinate, 
u- period number. 

The evaluation of function (1) requires convolution of weakly convergent series. The series in (1) are 
diverging in grazing points and direct convolution of the series is unjustified. That is why the known [1] 
integral presentation of Hankel function and the future special integral's contour deformation is used [2,3] 
which lead to: 

G(tk,z)=l-H®(irk) + S+(tk,z) + S_(tk,z)\ 

c (i    -W-*»ÄP_Lf    \  ^rzM%^ 
W*>z)-e 4Av(l-^-*sinp)) 

?/,     A      .MrinB   1   f l c-|3fa-^lv+'1«fa+^}fff (2) 
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Fig. 2. Cascaded grating with two curvilinear 
screens on the period. 

Fig. 1. ■ Account for existing of poles £?. 

Calculation of integrals (2) requires accounting for a logarithmic singularity in functions SJthz) 

S±(tk,z) = e™*9Llp®(x\z-tk±d\) + S±(fk + d,z)). (3) 

To reduce the computation time essentially for Sommerfeld-type integral calculations when repeated 

rnanytimesal^grange-typemterjx^ 
To provide estimation of function G(t,z) at infinity it is necessary to change contour Tm like in Fig. 1 

accounting for poles \m on real axis Ox. Accounting for residues from them derives to: 

B+       fx(]3{z-^}|cos*(ß,w)+*{z-<*}8in*(ß,m)) 
Q« __!_ y £ ■ , w 

2xrfmrt,_ cos*(M) 

cos*(ß,/«) = Jcos2ß ^-smß- '^O   , 3{cos*(j3,m)};>0, sin*(ß,m)=-^m+sinß 

Angle 6 is established under condition of the fastest decaying of the integrand function. Then, the field at 

infinity may be obtained as [5] 

Hs(4 
■m 

3{2}->±a>      X^COSß 

N 

■It-/* 
*=1    * 

(h) 
j_ 

x ^(exp^f 3{z -fjjcosß + SR{z - ^}sinß)D*A 

8nk 

To receive the solution ofjhe problem construct the integral equation system by satisfying the 

conditions on the contours!*, * = \N. The systems are solvedby the mechanical quadrature method [3] 
As an example, consider the case when one grating's period contains two screens. Contours Lk are 

parabolic arcs with end-points a+i/(M) and vertexes -ibMlQc-l) (Fig. 2). Parametric arc's equations in complex 

plane z=x+iy look like 
r,(T) = a(T + /e(l-T2)) + z7(*-l),  x = [-lMe = b/a,k = l,2 (5) 

where / is distance between screens. The wave number X is postulated to be real. Such cascaded grating may be 
considered as an open waveguide. 

Fig. 3 presents behaviour of reflection coefficient [5] 

R = H°{z\3{2}^ • exp[-i%{3{z}cosß + tt{z}sinß)] 

depending on I»/ and ß (incident angle influence). Here we assume that rf=*/2 a-dll, and TIU=m.2=0.0. The 
Sting is irradiated by ff-polarized plane wave. In the case of /=0.35rf the grating is nearly transparent. The 
mcreasing of / leads to increasing of R. The reflection minimum migrates to the larger / values correspondingly 
with the incident angle increasing. , _.     . 

Figs 4 6 present behaviour of reflection coefficient of the same grating but the screens camber is 

nonzero. Here we assume that **2» «=rf/2,11^=0.25 at Fig. 4 and JHUJ? *H» «• * ««£ 
the influence of screens' camber leads to the smoothing of the grating's reflects coefficient (Fig. 4) and to the 
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increasing of the incident angle influence (Fig. 6). The reflection minimum shifts from h0.3Sd at Fig. 3 to 
1=0 AOd at Fig. 4 and /=0.45rf at Fig. 6. So, with the higher screens' camber the considered waveguide seems to be 
wider. It is also worth to mention the increasing of the reflection coefficient at the high incidence angles (ß>80°). 

Fig. 5 presents the "incidence angle - screens' camber" dependencies of the reflection coefficient of 
the same grating. Here we assume that d=n/2, a=dll, /=0.35 \d (the case of the reflection minimum at Fig. 3). 

As a conclusion of the paper one can say that the integral representation of periodic Green function 
that presented here allowed increasing noticeably the calculation accuracy. The application of interpolation 
polynomial to Green function approximation significantly decreased the amount of that calculations. That 
allows to construct efficient from a computer-resource point view algorithm of solution of scalar problem of 
plane electromagnetic wave diffraction on a multielement grating consisting from arbitrary-profiled screens and 
to provide an accurate numerical analysis of its scattering features in the resonance range. 

Fig. 3.   Reflection coefficient of a two-layered 
plane grating. 

Fig. 4.   Reflection coefficient of a two-layered 
curvilinear grating (flli=fll.2=0.25). 

Fig. 5.   Reflection coefficient of a two-layered 
curvilinear grating (/=0.351<f) 

Fig. 6.   Reflection coefficient of a two-layered 
curvilinear grating (HLi=-TIt2=0.25>. 
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Analysis of the scattered field from the grating of resistive dipoles 

J. Ziemelis, P. Chertov 

Riga Technical University 

Abstract-Microwire gratings may be used as a component of absorbing structures, so it's important 
to study different gratings consisting of resistive materials. Scattering of electromagnetic waves from 
a two-dimensional regular grating is investigated. The microwires are coated with a glass sheath. It 
effects little on electromagnetic properties but may effect pretty much on the process of heat exchange 
in strong electromagnetic fields. 

A simulation methodology with reference of different parameters of gratings is worked out. 
Also, a degree ofmicrowire heating is estimated with different intensities of the incident field. 

Resistive microwires are thin cylinders with diameter over a range from some tenth of a 
micron to some microns. The cylinder consists of an amorphous material and coated with a glass 
sheath [1]. Microwires properties are specified by a value of the resistance per unit length, which may 
vary over a wide range. Such microwires may be used as a component of absorbing structures [2]. 
While the analysis methodology of infinite gratings is well known [3], few works concern gratings 
with elements of finite size and specific resistive properties. A method of computer simulation for the 
analysis of the field scattered from gratings with different parameters is to be worked out. 

If 
". 1 y 

* 1 
V          Jill / 0 | 
A y 

b / 
V r n= -i n- I 

m=l 

Y 

m=0 

m=-l 

n=0 
Fig. l. 

The analysed grating [Fig.l] consists of dipoles of equal length L which are parallel to z-axis. 
Let b denote the grating's period along z-axis and / - along y-axis. The dipoles are labeled with indexes 
m (along z-axis) and n (along j-axis). The dipole with zero index is located in the origin of 
coordinates. 

For simplicity, the case of normal incidence is considered. Solution of the electric field 
integral equation (EFIE) is done by the Method of Moments. Electric field is a result from incident 
and scattered field intensities. Scattered field intensity is excited by the current in microwires. 

Jel!f=jJe^-dS = io>j{e-eo)-E-dS 
s s 

Vector potential of the scattered field is a result from all dipole currents. Due to a very small cross- 
section and conductivity of the microwires, current density in the cross-section could be assumed 
constant, thus simplifying solutions of the vector potential: 

oo CD       X. / . a "m 

Ü-e, S   I  J^—*• <» 
B=-ccm=-oo o "" 
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where anm = ^j(z - s -m-b)2 +(y - n-l)2 +x2 . 
Scattered field intensities: 

E = ——(k2 +graddiv)fl;   H = rotfl. (2) 

The current distribution is found in the form of the Fourier series 

hhAs) = f>v • sin K V S\ ■ 
v=i \    L    y 

The expansion coefficients we get by writing equations on the surface of the microwire: 

z£,,.s^U,t^+£];>>,£  £ ]£L.J*Z).*,     (3, 
1      »=-<» m=-oo   o nm dz jv= 

where Z is the impedance per unit length of the microwire and E02 - incident field intensity. 

Using orthogonality of the trigonometric functions, from (3), we obtain system of equations 
determining current's coefficients. Also, using integral relation 

-tka,„    oo J0 [tyj(y -n-lf+x2) 
. = J_i ^=s= L.e^-'-^-J^ -t-dt 

"nm o St2 - k2 

and Poisson's summation formula, Fourier series sum and majority of the integrals principal values 
we can write analytically. 

We used magnetic field to obtain scattered field in the far zone. Components of the magnetic field 
produced by this current (the scattered field from the dipole with indexes m, ri) 

«*»» ~£-J W«) ds      Hynm=-—\lela2{s) ds (4) 
^0 anm «o °nm 

The total scattered field 
00 00 00 00 

Hx=    * z     Hxnm> Hy =    * *     Hynm      ■ (5) 

Since the argument of the exponential function may be substituted with square root approximation in 
the far zone (x»A), integrals in (4) may be expressed in terms of the Fresnel integrals. In case of 
great distances to the view point \m-b\»L, the results may be expressed in terms of elementary 
functions. Performing integration in (4), for the harmonic of the current with number v 

*"" =774^TT7,(1"^V ■^-ikL.(m.b-z)/Anm]} AMm-(x-v/L) -kl-(m-b-zy  l l » ■ 

where Anm =^{z-m-b)2 + (y-n-l)2 +x2 . 

Differentiating the obtained expressions, one may show that the double serieses converge according to 
the Caushy integral criterion. 

Summing the double series with respect of m, a sum over n is derived with its module 
decreasing as n'3/2. Observing changes of arguments of complex terms, it's possible to evaluate the 
result of summation. Since the magnetic field in the far zone almost completely formed by its 
transversal component, the electric field intensity may be found from corresponding expressions for a 
plane wave. 

The simulation were carried out with following parameters of microwires: radius 5[um], 
resistance per unit length Rp=l [kQ/cm] and intensity of the incident field Ed=l [V/m]. In order to 
compare results, those values were taken for the length of the dipoles Z,=l[cm] and wavelength 
A=3[cm]. For convenience, the origin of coordinates is shifted to the lower end of the dipole labeled 
m=0, n=0. 
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Numerical results: 
1.6=1.5[cm], /=2[cm]. The view point coordinates ;c=100[cm], .y=0[cm], z=0.5[cm]. Evaluated 
intensity of the scattered field Es=2.8032-exp(i-0.18227)[mV/m]. 
2.6=1.5[cm], /=2[cm], ^l[m], /=0[cm], z=0[cm], £s=2.8035exp(i-0.18223)[mV/m]. 
3.6=1.5[cm], /=2[cm], x=10[m], j^0[cm], z=0.5[cm], Es=2.7981-exp(i-0.18178)[mV/m]. 
4.6=1.5[cm], /=0.1[cm], *=100[cm], y=0[cm], z=0.5[cm], Es=22.172-exp(i-0.74566)[mV/m]. 

Estimating approximate value of absorbed power, mutual resistance of dipoles in the grating 
isn't taken into consideration. For cylindrical conductors their impedance per unit length is 

2=v.;MVo—i      where ki=^i.r~EZ_ 
2   Ji(kxr)  n-r-di A   \      co-e0 

With this approximation the absorbed power is 
i 

P = 0.5 ■j\l(sf-Re(Z)-ds 
o 

which includes the active power of radiation. Therefore, the radiation resistance should be subtracted 
from Re(Z) evaluating the power of losses. In the simplest way its value may be estimated by 
comparing with radiation resistance of the Hertz dipole (87.7 [Q]). In our case, it is small part of the 
resistance and may be neglected in the first approximation. 

Outside radius of the glass coating r^=10[m]. Estimating the process of heat exchange, we 
assume that the temperature doesn't increase outside the glass sheath. In that case, the amount of heat 
emitted by the conductor is equal to the amount of heat emitted outside the glass coating. Its thermal 
conductivity =1.13[W/m-grad], Heat amount emitted per unit time outside the glass coating in the 
stationary case must be set equal to absorbed power 

2-n-rj-L-^-To) 
= P. (6) 

ln(r2/r) 
Expression (6) allows us to find the temperature of the dipoles and change the value of their resistance 
per unit length if necessary. For Eo=l [kV/m], the value of absorbed power P=0.25[mW], that changes 
the temperature of the dipoles approximately for AT=2A-10"3. However, with intensities of the 
incident field higher than 1 [kV/m], behaviour of the impedance per unit length becomes non-linear 
and other methods are needed considering this problem. 

Conclusions. Values of the magnetic field intensities calculated for different x and z indicates 
that the shape of the scattered field corresponds to a plane wave, For sparse gratings, intensity of the 
scattered field as well as the reflection coefficient of plane waves are negligible. For dense gratings 
(7=1 [mm]), intensity of the scattered field increases considerably. Thus, microwires are effective 
scatterers with little space filling. The idea of warming dipoles up with medium intensities of the 
incident field is groundless. 
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EXAMPLES OF "FAKED UNITARITY" IN DIFFRACTION GRATING 
COMPUTATIONS 

Sergey Yu. Sadov 

Keldysh Institute of Applied Mathematics, Moscow, 125047, Russia 
and 

Department of Physics and Astronomy, University of Manitoba 
Winnipeg, MB, R3T 2N2, Canada 

Abstract The energy balance criterion is the most widely used tool for verification of diffraction 
computations. Two examples are given, in which numerical methods imply that the criterion 
is fulfilled exactly, but results are incorrect: in the first case due to problem's parameters lying 
beyond the region of the method's validity, in the second case due to a programming error. 
1. Introduction. There exist many methods for solving electromagnetic diffraction 
problems, in particular, grating problems (see e.g. [1,2]), but very few ways to confirm the 
correctness of numerical results. In the author's opinion, the following three approachs 
have a good reputation and may be recommended: 
(1) varying the algorithm's parameter(s) like a stepsize until the results stabilize; 

(2) comparison of results obtained by independent methods; 
(3) for conservative problems — checking the energy balance. 

See [3] for critique of some other verification methods. 
Methods (1) and (2) require a series of (at least two) calculations for the same prob- 

lem. Besides, (1) meets practical difficulties for certain diffraction grating algorithms 
realized with the limited-precision arithmetics. For example, in the Rayleigh point- 
matching method, decreasing the stepsize leads to a poor-conditioned matrix. 

Consequently, the energy balance criterion, if applicable, is widely used to determine 
the validity and to evaluate the precision of a solution directly. 

Usually one assumes a real number to be the criterion's output. That number is, 
however, just one of the diagonal entries of a quadratic complex matrix S*S, where S 
is the scattering matrix [2]. It is useful (especially in test computations) to have the 
whole matrix S*S computed and to compare it to the identity matrix. In case of the 
5-matrix's size greater than 1, this approach increases the probability of error detection 
— or the confidence in the correctness of results. 

The energy balance (or the unitarity) criterion is a helpful and, in general, a reliable 
tool. However, in this paper we draw the reader's attension to possible misleading 
conclusions that may be caused by a blind belief in this criterion. 

In our first example we deal with the Rayleigh point-matching method. This method 
has well-known, theoretically argued bounds of applicability [1],[3]. We show, however, 
that the numerical scheme inherently satisfies the energy balance criterion in case of nor- 
mal incidence of a long wave, no matter what is the profile height and the stepsize. The 
second example, from the programming practice [4], concerns a hard-to-detect program 
bug. Despite of the bug, the calculation demonstrates the convergence and exactly sat- 
isfies the unitarity criterion. In both examples we avoid complications and consider the 
simplest versions of scattering problems: scalar fields, 2D geometry, Dirichlet's boundary 
conditions. 
2. Notation and Problems. Put the grating period d = 2ir, angle of incidence 6, 
wave number k. Coordinates: x (along the grating), z (upright).  The field U(x,z) is 
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considered above the grating (Reflection Problems, abbr. RP) or above and under the 
grating (Reflection-Refraction Problems, abbr. RRP). It satisfies the Helmholz equa- 
tion MJ + k2U = 0 outside the grating. For RP, A;2 = const above the grating; for 
RRP, we have two different constants k? and fc2, above and under the grating. A 
problem formulation includes: a boundary condition, the quasiperiodicity condition 
U(x + d,z) - U(x,z)eia, a = sin0, and the radiation condition, which we replace 
by a direct definition of the scattering matrix. In our examples boundary conditions are 
the Dirichlet conditions at the grating surface: for RP, U = 0; for RRP. U and dU/dn 
to be continuous. 

Denote, for n € Z: an = a + n, V = {n G Z : |an| < k}, £ = Z \ V. (V stands for 
propagating waves, £ for evanescent waves). Next, ßn = (k2 - a2)1/2; square root sign 
rule: ßn > 0 for n € V, Im/3n > 0 for n € £. For RRP, we introduce, in addition, the 
notation V, £ and ßn corresponding to k. 

Scattering matrix — RP. The field above the top of grating consists of incident (-), 
reflected (+) and evascenent (0) waves: 

tf(*. *) = Enep 4P exp(ianx ± ißnz) + £ne£ 40) exp^rr - \ßnz\). 
(l)Thereexistsame -to- onelinearcorrespondencebetweenthesetsof coefficients 

{A<+>} and {4")}: 

ß;1/2J&+) = Y,m€V Snmß^1/2A^\ (2)Complexnumbers 

Snm constitute the scattering matrix. It is the goal of a computation. 
Scattering matrix — RRP. In addition to the latter paragraph, the structure of the 

field under the bottom of grating is described by Eq. (1) withtilded notation: A£l~l0\ 
V, £, ßn- Now 4_) are the amplitudes of refracted waves, ^+) the amplitudes of the 
waves incident from below. The reflection matrix R and the transmittion matrix T relate 
the coefficient sets {;4{f>}, {^+)} and {ijf >} under the condition i|+> = Q,n<=V: 

/?n-1/24+) = £«*> Rnmß£/2Atf,       neV, 
fa1/2ÄP = Emev Tnmß^Jt\      nef. 

To define the reflection R and transmittion f matrices w.r.t. incidence from below the 
grating, one exchanges the symbols with and without tildes. The whole scattering matrix 
consists of four blocks R, T, R, T. 
3. Example 1: Faked unitarity in Rayleigh's point matching method. Recall 
the simplest version of the Rayleigh method for solving the Reflection Problem.=20 
The expansion (1) is supposed to be valid up to the boundary. The infinite series over 
n e £ is truncated at n — ±N; points (XJ,ZJ) on the boundary are chosen. Given 
coefficients A^~\ the system of linear equations U(xj, Zj) = 0 is solved w.r.to unknowns 

{4+)}, {40)}- 
Consider a normally incident long wave: k < 1. Only one diffraction order exists, 

and the scattering matrix reduces to the complex number Soo = J%  /4I~ • 
Theorem.   Let k < 1 and a = 0 Then the Rayleigh method with symmetric truncation 
always brings to a unitary scattering amplitude \Sgo\ = 1. 
Proof. Consider matrices A - (ajn) and A' = (a'jn) defined by 

= exp(ianXj + ißnZj),       -N <j,n< N, *3n 
a'„ = ain   (n ^ 0),       a'j0 - - exp(ianXj - ißoZj),      -N < j < N. 
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By Kramer's rule, Sbo = det A'/ det A 
Denote by B the (2N+1) X 2iV matrix obtained from A by means of exclusion of the 

0-th column. The mirror permutation (n «■ -n) of the columns of the matrix B gives 
us the matrix B. Since a = 0, we have an = n, ßn = #-n- Consequently, ajn = 5j,-n 
(1 < n < N), and £ = B (bar stands for complex conjugation). Hence, all of (2iV + 1) 
minors M„ of order 2N of the matrix B possess the property Mn = (-l)NMn, i-e- Mn 

are either all real or purely imaginary. Now, 

detA =    V    (-l)nexp(^o^)Mn,       det4' = -    £    (-l)Baxp(-t/te»)M„. 

Since all Mn have the same complex arguments, we obtain |detA| = |det A'|. Q.E.D. 
4.   Example 2:   Faked unitarity in a wrong realization of the differential 
method. The differential method [1] for the Reflection-Refraction problem consists in 
the following. The field is expanded in quasi-periodic Fourier series 

U{x,z) - Y,Un{z)ex^{iotnx). 

Using the Helmholz equation and the boundary condition, an infinite system of second 
order ordinary differential equations w.r.t. the functions Un(z) is derived. The system 
is truncated at n = ±N. Then one subsequently assigns the Cauchy data under the 
bottom of the grating corresponding to sole refracted and evanescent waves (but not to 
the waves incident from below) and solves the ODE system to the top of the grating. 
So, for z < 0 we have: Un(z) = 6nj exp(ißsz) for j € V\ Un{z) = Snj exp{\ßj\z) for j £ £. 
For the j-th set of data, we obtain as z » 0: 

Un(z) = M+-exp(^^) + M^exp(-ißiz). 

From=20the matrices M+ and M~ we derive the reflection matrix R: it is the submatrix 
of (M-^M* whose column and row indices belong to the set V. Other blocks of the 
scattering matrix are calculated similarly. 

Now, what happened once to a computer program. Because of a typing error, the 
Cauchy data corresponding to the exponents exp(ifyz), j € f, were replaced by the 
data corresponding to the real exponents ex.p(ßjZ). Matrices M+ and M~ appeared to 
be complex conjugate, and the matrix R was always unitary, that was considered as 
an excellent result in the case of total internal reflection. However, the unitarity of the 
i?-matrix was unexpectedly observed beyond that case as well. It ultimately made the 
programmer to seek an error. 
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CLASSIFICATION OF WAVE INSTABILITIES PRODUCED 
BY INTERACTION OF GRATING MODES 

Yu. Terent'ev 
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Dnepropetrovsk 320625, Ukraine 
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Here we present the criteria and the main results of the wave instability studies in a 
phase grating containing space garmonic set. It is now generally accepted that all instabilities 
rnTb2Tto those of Bragg's kind. The Bragg's corellations pertain, however, barely to 
rPecial ^periodical system Now we assume that the dielectric permittivity tares the 

gratingform ,(*M^(* *«1. <*> 
where 

g(*)=£c, «»(*,*)• (2) 

Any common relations between k, are assumed. 
Consider the appropriate differential equation 

U"(x)+a{\ + hg{x)}u(x) = 0. (3) 

We expand the acceptable solution U{x) in a power series in h 

U{x) = ±h'U&). W 
i=0 

A similar presentation we apply to a(h): 

a(*) = I>V (5) 

by substitution, differential equation takes the form of an infinite set of differential equations. 
The left-hand side of any equation has a simple form: 

LU = U" + a0U. (6) 

Combining (3), (4), (5), we obtain 
W"0+a0Uu=0 

U,,+fl,J/r-#o-fli(/i 
U"2 + a0U2 = -ga0U2 -gatU0 -axllx - a2UQ 

u: + aQUn =-gf>A,-M ~I>A-y 

The presence of divergence, i.e. resonance terms in the right-hand side of'to, »-Ä,°*er "near 
equation in this set is accounted for by the parametric wave instability. The order of 
instability will be depending upon the order of the linear equation. 
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For any chosen value a0 we solve the set of equation by integrations. ^ 

Removing the secular member at the n-th order we get the pair «J0, a; 

"*n n 

The center of the instability band is settled near 
a0*kg4e. W 

For the band of the instability we obtain 

jr«<V<a<f>i2V. (10) 

«=0 w=0 

In the most mere situation condition of instability has the following form: 

So, this instability is formed by the difference of grating modes. Sum of grating modes forms 

the instability 
2*ÄV! = |*, + *,|;    /J=1,2...M (12) 

The width of the band A* can be written as 
Ak-^ = h2CiCr O3) 

For the even order such an instability takes the form 
2^ = +,-*,|;    «=1,2...;    hrh2...M (14) 

and ,.<.-. 
2^ = +, + *,|;   «=1,2...;   urU2...M (is) 

with                                                                  , nAN 
Afcs/22". (16) 

For the simple instabilities at odd order we got the condition: 
2*^ = 12*,-*,|;    Uj=h2..M (17) 

and, respectively, 
2^Vi = |2*<+*/|;     '^=1'2-M' (18) 

where                                                         , /io\ 
Ak=h'ctc:. (19) 

We have carried out similar calculations in the band of instability. Suitable unknown function 

U(x) is defined as 
U(x)=V(xy, (20) 

where q is expanded in a power series in h 

&h±*». (21) 

As above we may calculate the solution by means of iteration procedure. 
In   summary,   the   existence   on   instabilities   is   due   to   interaction   between 

electromagnetic wave and phase grating modes. Periodicity of grating, i.e. g{x) function 

^^t^^^^^ ** -del calculations may lead to a better 

understanding of wave instabilities. 
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DIFFRACTION OF PLANE WAVE ON DIELECTRIC GROOVE 

Katerina Yu. Kramarenko, Nikolay A. Khizhnyak 

Chair of Applied Electrodynamics, Kharkov State University, Svobodysq. 4 
Kharkov 310077, Ukraine 

Consider a diffraction of a plane wave on dielectric groove by the method, which was 
used, for example, in [1,2] for theoretical study of similar problems (Fig. 1). 

.   h   , <     k , 

<  L , 

s#l n?=l 

Fig. 1 

We divide the whole domain into two sub-domains: I - z<0, z>h i. e. , uniform 
medium; II - (Kz<h a dielectric layer with periodically varying dielectric constant. For the 
perpendicular (transverse magnetic, TM- mode) polarization assumed here, the tangential 
components of the electric and magnetic fields below the groove (z<0) are given, respectively, 
by 

Ex = *z_jpe-4(&»*2z) _ £ 4 $Le-HV«V) (1) 
AC fl=-oo 

Hy = H°e<k*x+k°z) + 2 4e-'^*-c»z), (2) 
«=-00 

where H0 is the amplitude of the incident wave and stt = k° smO+ilnnl L),c* = (A:0)2 -sl
n. 

Time dependence exp(/erf) is assumed and suppressed. 
The reflected field is represented as a sum of Floquet harmonics. The terms An in (1) 

and (2) denote the amplitudes of the diffracted wave Floquet harmonics of the reflected field, 
while 0 is the incidence angle and k° = co^e^vnth e0and ^ being the permittivity and 
permeability of the air, respectively. 

The transmitted field above the grating (z>h) is similarly given by 
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£      d 
Ex=Ztt'~******* (3) 

JfcV 

^=J.V4(vK,MB' (4) 

n=-ao 
no 

«=-ao 

where rf2 = (k°)2e-s2
n. 

In the periodic layer (0<z<h), the field is represented as a sum of the groove modes: 

„     v *» r l IT (v\J~W~Ul^XU.(x\ \C e-*»z - F eik»z) (5) 

*,=il V^1!^^« 1<^Z+^Z>> <6) 

where functions Ut (x) and U2 (x) are the fundamental solutions of the equation 

e(x)A-\Ji-^L\+((k0)2e(x)--kl)Dx = 0 with the corresponding boundary conditions 
dx\e(x) dxj 

1 duAO) 1 rf«2(0)    . 

Values of km are assumed to be known for any given combination of e, l{ and l2. These 
quantities are found by solving an eigenvalue problem for the modes in infinite (h-x») periodic 
medium, by following, for example, the analysis in [3]. The values of km are the complex roots 
of the dispersion equation: 

cossnL= cosM cosM -- V-+-77 smM smM W 
£\Pt    Pi bJ 

where />2 =(ifc0)2-jk^,/>| = (/t°)2£-fc2. An infinite number of   sn corresponds to each 
value of km  (snL is the phase shift of the waves during the period). 

To determine the scattered amplitudes A„,Bn and the modal amplitudes Fm,€m we 
impose continuity conditions for Ex and Hy at z - 0 and z - h: 

(8) 

(9) 

(10) 

00 

Bn=tSnm{Cme^+FjW) 

s m=-oo 

»here: S„ = |j[ U^+'—^j^-U^x) ]exp(i»„^*t 
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Equations (8)-(ll) can be solved for the unknowns An,B„,Fm and Cm by truncating the 

infinite sums. The resulting set of linear equations can be manipulated by various standard 
methods. 

Consider the electromagnetic field under the groove. It consists of the incident and the 
reflected fields. The behaviour of the reflected field depends on the harmonic amplitudes and 
the propagating constants. There are a few real values of cn and an infinite number of 

imaginary ones. The imaginary values of cn correspond to the guided waves propagating along 

the x axes with the amplitudes vanishing along z as e~c"z. The waves propagating constants 
sn along x-axes more than the propagating constant of the incident wave. 

2n j—-—  

IfX » L, only c0 = ^Vl - sin2 6 is real, and only one mode in second sub-domain 
A 

has the real wavenumber k0 = k"{ 
s,(ex-sm20) v1/2 eL V      _ _ eli+h 

■I, 
The 

ratio of the reflected wave amplitude to the incident wave amplitude is the following: 

25'ooS'oo %coskQh + 2iSjg -^-f sinA^/* 

n=\ 
«Sbo-Sbo 

%*   O 
[d{ o ,0 

• J 

( *o*' 
coskoh+i SQO + S^ TOT" 

sinkoh 

\ kzd0J 

(12) 

As for the waves, propagating in dielectric (z > A), for X » L and e < — only one 

In 2.JC  j        ^~~z 
propagating constant has the real value d0 = —Ve-shr 9 , and the ratio of the amplitude 

A 

of wave transmitted in dielectric to the incident wave amplitude is 

// = 
d0 

Soo-Sbo 
yd,    k°J 

co&koh+i o2   ,  c/2  ^Dg 

^OO+^OO ,o, 
kzd0J 

(13) 

SUI/CQA 

To  conserve power,  the  sum of the reflection and transmission  coefficients 
L 12 + j    j2 must be equal to unit. This is the condition of truncating the infinite sums (8)- 

(11). 
Using such an approach enables one to extract the situation when the most part of the 

energy of the incident field transforms into the one guided wave propagating along the x-axes. 
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[3]. NAKhizhnyak, K.Yu.Kramarenko, Propagation of electromagnetic waves in space 
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pp. 1256-1259 
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SCATTERING AND ABSORPTION OF A VIDEOPULSE 
BY A SET OF ALTERNATED LAYERS WITH RESISTIVE FILMS 

Vladimir V. Podlozny 

Chair of Theoretical Radiophysics, Kharkov State University, 310077, Kharkov, Ukraine 

ABSTRACT 
Presented paper deals with a videopulse reflection from a periodic layered structure 

with resistive films. The role of resistive films under the videopulse-structure interaction is 
described. Influence of the number of periodic composite cells is discussed. 

INTRODUCTION 
Layered structures based on the alternated magnitodielectric layers with dissipative 

elements are simple in manufacturing and have wide electromagnetic applications. Periodicity 
of these structures permits to simplify significantly the treatment of their scattering character- 
istics [1]. An effective investigation method based on the matrix polynomial theory [2] was 
presented in [3]. In this work, a monochromatic wave diffraction problem on a set of the al- 
ternated magnitodielectric layers with resistive films has been solved. The solution of this 
problem is presented as direct analytical formulas for reflection and transmission coefficients. 
These formulas stay simple for arbitrary number of the basic elements and structure load. 
Such a solution avoids large volume of calculations. These features permit us to employ this 
method for numerical investigation of a videopulse diffraction problem using the Fast Fourier 
Transform 

FORMULATION OF A PROBLEM 
The structure consists of a consecutive set of N identical composite cells (periods). The half- 
spaces before and after the structure have arbitrary wave conductivities (Yo, Yj). The compos- 
ite cells contain two dielectric layers of different width (dß (dj+d2 =L), permittivity (sj) and 
permeability (juj). There is a thin resistive film of conductivity Ya between them (Fig.l). 

s o 
{to 

f 
*> 

y t 
o 

8   1 

^ 1 

e 2 

H 2 

8   1 
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f. 
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-i 1 * 
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Fig.l Multilayered structure. 

The videopulse 
f(t)=(exp(-a, r)-exp(-a2 f))/(exp(-a, Tf)-^a2 7})) 

(1) 
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. ■ ■ J * A. +u* u»w ™nrp 7<0 Tf is the interval of the pulse front, ah a2 are the con- 
ÄÄMS^ i* deopu.se form i/a wide tange [fl. TTtequesflon 
rwhatkiZf pulse will be reflected and what part of the videopulse energy wll be ab- 

sorbed? 

METHOD OF ANALYSIS AND NUMERICAL RESULTS 
We use analytical formula of the reflection coefficient [3] and the direct and inverse 

discrete Fourier transforms to calculate the reflected field in the following principal cases^ discrete Founer^tran ^ ^.^ ^ ^ ^^ % we ^        ^ 

set of resistive films on a metal screen (Fig. 1, 2). For this configuration, we assume tiiat the 
common Sh of the structure is constant: addition to the structure the resistive films leads to 

'"^^E^JjTnSSd pulse has three main negative peaks (Fig. 2.). The 

first peak is caused by resistive film. Its response time interval is AT, * 0.66 x 10 sec. This 
and any other time intervals can be easily calculated by using the following formulas. 

tj=tATJ •where AT
; 

= 2dJ^/c'c is the light velocityj is **index °fthe layer"The 

second peak is caused by the metal screen. It has the maximum amplitude. The: thirdI peakis 
oming up after the double reflection between the film and the metal screen. After the third 

peak, we can observe vanishing peaks due to the film-screen multireflections 
For the five films (tf-5) we obtain a smoothed time dependence (F g. 2.) wrth a low 

level of aptitude. Increasing number of resistive films results in the reflection, wich is simi- 
JtomeTe^al screen one. Therefore, we can note that: there exists an optimum number of 
motivetlm" which provide a low level of reflection. Moreover, such a number of res.s- 
tive films masks the peak from metal screen. 

 # -(t),N=1 

<t> '(t), N=5 

0 -(t), N=100 

t, sec 

Fig 2 Time dependences of diffracted field, Tf°0.25*l<ri0(sec), aM =1.0001, 
S0,1,2=JU0,1,2=1, dj=d2=(0.01)/N(M), Y^0.5, YT-*OO. 
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To specify the conditions of the maximum absorption, we have investigated the ab- 
sorption dependences from the number of resistive films (N) and their conductivity (7ff). The 

energy of the incident and reflected videopulse can be presented as: W+(_) = Y\P    vi^ti > 
M 

where U are the elements of discrete time observation interval, A?,- is the step of discretization. 
Then, the absorbed fraction of energy is: S = 1 - W~/W+. 

Fig. 3 shows the existence of maximum absorption zones for different configurations 
of the structure. Decreasing the conductivity of resistive films leads to a growth in their num- 
ber at the fixed level of absorption. 

These features of the structure open a way to construct the high-efficient absorbers 
and successfully resolve the problems of electromagnetic compatibility and ecology. 

N 

Fig. 3. Absorption in the structure, £o,2=juo,i,2~1, £i~2, di=d2=0.01 (M), 

Tf =0.5*1Or10 (sec), YT->°°. 

CONCLUSION 
Periodic structures with resistive films can be used in the design of low-reflecting absorbing 
coatings. A pulse method is efficient in non-destructive testing of such structures. 
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SIMULATION OF CONTROLLABLE SOLID-STATE STRUCTURES 

V. A. Obukhovets, A. O. Kasyanov, S. V. Piven 

Taganrog State University of Radio Engineering, 44 Nekrasovsky St., Taganrog, 347928 Russia 
Phone +7(86344) 61883. E-mail: decan@vao.rnd.su 

Abstract - New class of controllable reflective type antenna arrays is con^redjnade as microstrip 

Tne amy SSSg » caSed out by a rnicrcprocessor. The digital array probable ^umber s 
^ZaTto Smiber of modules and each module allowable conditions number. Digital diffrac- 
SÄSJÄof microwave radar images whose changmg enables one to create so called 
• wilorhml covers" capable to adapt for radar-tracking environment. 

tteZort iXoted to theoretical modeling of controllable microstrip arrays^ Micros*> ar- 
ravs hav^many applications in radomes, frequency selective surfaces and *^j?f™^ 
X rfi££and their complicated experimental research cause a significant interest to development 
SeSfmScaTmo^rThe mostlown models describe the array in the radiation mode when its 
efem^S * cS out by feed source currents. At the same time the questions of analysis of 
SSSri;SX"rrays, whil serve as a basis of low-cost reflective type antenna arrays ^^ 
SZT system remain less investigated. Practical requirements of microstrip diffraction array 
*££%££«* Phased antenna arrays mclude me design of antenna reflector, fi=y 
and anaular filters wave converters and antenna radomes, traveling wave systems, etc. The microstrip 
Son arrfyT perspective applications are the multireflector antennas for space communication 
^mStLiLo^ 
^   Cpted mathematicimodel is based on the periodical Jmctureconcept a***^^ 
.vctPtn «rZon Vector integral equations are formulated after the Lorentz lemma. The appl cation of 

%Z2X^^**« *esolution doma* to me Floqufchamel *"couma m" 
trix ofmagnetic current density components at the array aperture JM(q) ),and electrical currents m 

controllable elements I°V) have to be determined from the set of integral equations obtained based 

on the boundary conditions [1]: 

ilK^ipiq))-^)) tfl-ar«t}v0O-(^(p/%^))*- Ifc'H 

Ue"(pi,zl4l)-JU<!d) <«l-2r<itJ//«-(Xa'(B.'/ft.')} *-&/«. 

where i = 1 2 Nzl [-h; 0], h is the thickness of the array substrate, a is the shunts radius, 5A is 
^aperture sSce. The kernel of the integral equation is a square matrix. This row-matnx blocks 

(Kv"(p/q)) describe interaction between electrical and magnetic currents. Right-hand parts of equa- 
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tions are formed by the excitation fields. Several possible ways of the microstrip elements excitation are 
considered including a plane wave one and feeding by periodical system of coaxial probes. 

The first equation represents the condition of the field tangential components continuity at the 
array aperture. The N remaining equations (i = yiß,...N) are Poklington's type equations on Ihe N 

controllable element surfaces. Those elements are simulated as conducting shunts with impedance loa<k 
Let us consider that impedance distribution functions along each shunt are known. The moment method 
is used for integral equation numerical solution. The sub-domain rooftop function set is used as the ba- 
sis functions for the current approximation [2]. The model does not impose restrictions on the microstnp 
element shape or substrate parameters. The crystal diodes are simulated as the loads with controllable 
surface impedance providing the digital control of microstrip array parameters. Every load is connected 
with the elementary microstrip patch. Such loads can execute a role of either phase shifters, or switch- 
ing elements. The substrate can be a crystalline semiconductor. In this case the diodes became an inte- 
grated parts of a substrate. This electromagnetic structure is of a solid-state construction. Some ways ot 
such microstrip array application has been proposed. 

It is known that solid-state reflective type microstrip arrays can be applied as high directivity 
antennas [3]. These arrays are capable to compete with conventional parabolic antennas for DBS (Do- 
mestic Broadcasting Systems). Such a reflective type antenna consists of a flat microstnp diffracton 
array as reflector and an offset feed system. Wider opportunities can be provided by using microstnp 
radiators with switching diodes. The array electromagnetic characteristics are vaned by changing the 
diode bias voltages. Diodes are positioned at various points of each microstrip element and are used as 
digital phase shifters. The array controlling is carried out by a microprocessor. This controllable imped- 
ance load application in microstrip reflective arrays is investigated in the paper. Such elements can be 
applied both for beam scanning and for fixed phase delay «pedestal» creating. 

Besides of reflective antennas, flat microstrip lenses are investigated in the paper. The most 
perspective type of such antennas is a lens with electrically controlled radiation pattern. Controlhble 
lenses can be considered as media with electrically changed refraction coefficient so called «RADANT» 
[41 Its main disadvantage is the great number of diodes used in the array. A modified lens «RADANT» 
[51 has no this disadvantage because the H-shaped microstrip elements are used in it. We have calcu- 
lated this array scattering characteristics applying the above-mentioned mathematical model The other 
perspective application is in the multireflector antennas for space communication systems where micro- 
strip diffraction arrays are used as a frequency-selective surfaces [6]. Such structures are promising as 
twist reflectors. The numerical analyses have enabled us to design broadband microstnp twist reflectors. 
The experimental measurements of the anay models have proved almost complete adequacy between 
theoretical and measured characteristics [7]. The application of controllable microstnp arrays as a bi- 
nary microstrip polarizing [8] modulator is discussed. The physical parameters of the binary modulator 
are determined from the numerical experiments. Besides, many other types of artificial media frequency 
selective surfaces, "invisible" anti-radar covers, chiral cover structures, angular filters can be designed 
by means of created mathematical model. 
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LOW-FREQUENCY ASYMPTOTICS IN THE DIFFRACTION 
OF WAVES BY ECHELETTE 

I. L. Verbitskii 
Kharkov State Pedagogical University, Kharkov, Ukraine 
Tel: 380-(572)-47-14-92, e-mail: verb@reg. kharkov. ua 

The subject of this communication is the H-polarized plane wave diffraction from a 
symmetrical metallic echelette T whose dimensions are small comparing to the wavelength 

(see fig. 1). 

♦y        d •-►X 

Fig.l Domain Q with boundary T. 

Mathematical formulation of the problem is the Heimholte equation for the Hz 

component of field, denoted as u: 
Au+l^u^ (J) 

with the Neumann boundary condition 

*   =0, (2) 
dn r 

condition of quasi-periodicity (Floquet) 
u(x+d,y)=eipdu(x,y), (3) 

condition of radiation or limiting absorbtion at y~*x>, and Meixner conditions near the edge 

points.  The incident wave is u(0) =Aeipx+ay, where ß=ksincp, a=-ikcos<p, k=— = -   is the 

wave number, (pis the angle of incidence. 
To solve the problem, we apply the Quasistatic Green Function Method developed in 

[1], From this method it follows that the solution of the general diffraction problem on the 
periodical surface can be represented in the form 

u = Af(x,y)+ X CJnix,y)+tlBmgm(*y), (4) 
m=0 

where 
d        oo 

f\x, v) = -*2 \te\G{x, y,x\yy^'dy', 
0 0 

(5) 

(6) 
o      o 

i       « 

gm(x,y) = -k2]cVJG(x,y,x\y)um(x\yW, .CO 
0 0 

and 
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is the quasistatic Green's function, ß„=ß+2n7i/d, a„ =Jß2„ -k2, ßo=ß, cto^x; $^+*n is 
the function conformally mapping Q onto the halfplane T,>0, {u„(x,y)rm=0 is any complete 
in D set of functions. The coefficients 0, and Bm are the Fourier coefficients of u according 
to («*■*} and (um(x,y)} respectively. They can be found from the fast convergent set of 
linear algebraic equations. As it has been shown in [2], functions f „ and f can be represented 
in the form 

Ux,y;an) = eiß"x(e-a'y-e-^y)®iy)Han-\ßn\)K„ ,   /+=/o(*> •>>;-«),        (9) 

where 

{»   ,,, cosh/?„7/ 

+t,.^,„<o ■ (,0> 

p=n P p 

+, an b„p are known coefficients. It is clear from (9) that if (d/tf «1, one can neglect in the 
first sum of (4), all the terms except C0fc, so we have: 

oo 

u = Af+(x,y) + CJ0(x,y) + '£tBmgm(x,y) . (H) 
m=0 

To simplify the second sum, we must at first choose the functions um. In case in 
question we can take for those coming out from separating of variables in D: um=Jx(kp)cosX<p, 
where to> nrn/y, and p, cp are the polar coordinates with origin O' at (d/2, -h) and axis along 
the side of D. Then for the small |kp| we can neglect all um except uo, and take uo-1 as the first 
approximation. So we obtain: 

uzAr(x,y) + CJ0(x,y)-B0k
2\lG(x,y,x<,y<)dx'dy' . (12) 

Then equations for Co and B0 take the form 

0 di «o DL" o J 
(13) 

B0 ^][Ar(x,y)+C0Mx,y)-B0k
2llGdx'dy'W 

where one must take p<h in the second of equations (13). In [2], the following results have 
been obtained: 
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/. = tj-e^chßn,    1 J/0(x,oy*A J-ß
al+\e^ I2 , and 

1 i e~iß,;' +e~ip? 
-J G(x,0,x',y')e-i/kdx = — <?,Är , where % = ¥?-*), v">°°• 

Accordingly to the accepted approximation, we can take in (13) that 

iti^Ülsl-^Im*;   l}G(x!0)x',y)e-^ = --i; 

Gs-^r,   and/o=^(l+/y01m^). 
ßd ß 

It gives after some calculations for the reflection coefficient R=Co/A: 

ih 
cos <p - k[(e1<P sin q>) Im % - —] 

Ä = ; §5-, <H> 
cos (p - k[(e ~1(p sin <p) Im ^ + — ] 

Conformal mapping of the halfplane TI>0 onto Q can be expressed explicitly with the 
aid of the Schwarz-Christoffel formula, and after some algebra we obtain: 

id 

it 
■!-+-+ +ln2+— 

2 d 
(15) 

where Y(8) is digamma function and C=0. 5772... is the Euler constant. Substituting (15) into 
(14) we obtain finally: 

cosp-*{— (^sin^)[K©)+C+21n2 + ^]-^} 
R = 2f d       2    f (16) 

cosp - *{— (e-if sin <p)M&)+C+2 In 2+-^]+-} 
2n d       2 

The problem of low-frequency diffraction on the general periodic surface has been 
studied in the works [3] and [4] where some expressions for R have been proposed. In the 
limiting cases of normal incidence (<p=0) and grazing incidence (<p= TT/2), the values of R 
obtained from these expressions  are in agreement with those obtained  from (16): 

% _ _li s e
m and R=-l. However, for the other values of <p they do not coincide with 

l-ikh/2 
the rigorous result (16), so they turn out to be incorrect in general case. 
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NEW DESCRIPTION 
OF SPATIAL HARMONICS OF SURFACE WAVES 

Vladimir Onufrienko 

Zaporizhzhya State Technical University 
Zhukovsky Str., 64, Zaporizhzhya, 330600, SP-39, Ukraine 

Abstract. In the paper, one idea concerning potentialities of fractional calculus: description of 
spatial harmonics of surface waves by means of the cc-features, is considered. The appUcation 
of the boundary conditions for determining the a-features of a field is discussed. Numerical 
solution of one particular scattering problem for an electromagnetic wave incident on an 
impedance and edged surface is outlined. 

Introduction ,„,,,•  T     *   -A 
Impedance boundary conditions and their classical variant: the Shchukm-Leontovich 

condition, are widely applied to the description of processes of interaction of an 
electromagnetic field with surfaces. These conditions are based on a number of physical 
assumptions, which simplify the statement and solution of a problem [1]. However these 
assumptions impose restrictions on some geometrical characteristics of contours and surfaces. 

Considering a surface of the unit of media as fractal, we propose to take into account 
its impedance properties at the expense of representations about such its structure, when all 
points statistically are similar to each other. 

It is interesting to find out, in what extent the use of the recently developed 
differintegrals technique (see, for example, [2]) allows to take into account a fractal structure 
of both ideal and real conductors. It can be easily done by considering an incidence of a plane 
wave on the interface between two media. 

Differintegral boundary conditions 
For the solution of a particular scattering problem, when the required field can be 

considered as independent on one of the Cartesians coordinates, let us consider, mstead of a 

scalar potential function, its a-features as a differintegral {Dä^uajfx,y) satisfying the 

Helmholtz equation on the plane 

v2y(Dä>a)fx, y) + k2(p£ua}(x, y)=0,    0 < a < 1,    k = 2n/X 

(1) 

and boundary conditions on the surface T 

ie/(D2/ü°y=flM.     M GT, 

(2) 
which characterize reflection and transmission of the wave at the surface completely. 

It is obvious that with tf,= /, a! = 0, a2 =jS, a2 = 1 we have a statement of a problem 
about a field of magnetic polarization (<5= Z/kW0, Z is the surface impedance, Wo =120%Q 
is the free-space impedance). With flx= 1, on = 1, a2 =JV, «2 = 0, we have a problem about a 
field of electrical polarization (77 = k Z / W0). 
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The problem as (1), (2) is stated mathematically correctly. It is possible to prove 
rigorously its solution existence and uniqueness (following, for example, [3]). 

The introduction of the differintegrals a-features satisfying the boundary conditions 
(2), enables us to work with components of the field as with smooth regular functions. It is 
essential while considering fractal boundaries that have breaks and edges. Thus the differ- 
integration not only keeps, but also essentially improves the properties of the functions. 

Examples of solution of particular scattering problems 
We shall further consider examples of the solution of the problems about the 

scattering of an electromagnetic wave from an impedance flat surface and with an edged 
surface, in new statement. 

1). Consider a particular scattering problem about the propagation of a slow electric 
wave above a flat surface in the direction of the axis Oz. 

The solution of equation (1) concerning the a-features of longitudinal component of 

electric field, ££, is obtained as follows: 

Fa / E zmax 

(3) 

where n ph 
£ -  M +1_   is the deceleration factor of the phase velocity, 

k2 = g2 + ß2,    g = ix,    la is the scale multiplier. 

With a = 0, a classical result is obtained from (3) (compare, for example, with [4]). 
In Fig. 1, the longitudinal z-component of the £-wave, above the impedance plane, is shown as 
a function of the normalized distance he (curve fl corresponds to parameter a = 0.1; curve f2 

to a = 0.9; curve gl to a = 0; nPh = 2). 
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2). Consider now an impedance surface, which is formed by the metallic plane at x = 0 
with the grooves (a gratings with period L). Suppose that the a-features of the field 
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component Ez transform to zero on the surface of metal. 
From (1) we obtain that 

Ez I Ez max -   2J ^z P~   Z- 
OD       '      Y"' PC 

p=-oo p=-ao (fof^njh-lj 

(4) 

where M „ = ——    is the amplitude factor of harmonic (structure form- wnere iv p        ß^/2 

factor) 
The distribution of the electrical component of the field, ££ / Ez max, along the axis 

Oz is shown in Fig.2 (curves f(z) and g(z) here correspond to the 0- and 0.33-features of 
field; k=0.2; Z=k7t/4; d=0.S L). If a = 0 (the structure of the ridged surface of a fractal 
structure is not taken into account), a complete coincidence of our results of numerical 
solution with the known data is observed (see, e.g. [4]). 

Conclusion 
In this paper, we have briefly outlined some of the applications of differintegrals in 

electromagnetics. Since fractional differintegrals are in fact an intermediate case between the 
conventional integer-order differentiation/integration, one may speculate that the use of these 
fractional operators may result in obtaining interesting novel solutions in electromagnetics. 

The application of fractional calculus enables one to estimate interaction of 
electromagnetic waves with fractals surfaces with the help of the classical Maxwell equations 
without introduction in them any additional specific addendum, that inevitably follows the 
attempts of construction of adequate physical model. 

As well as in the case of approximate boundary conditions of the Shchukin- 
Leontovich type, the boundary conditions (2) allow to take into account the presence of a 
fractal surface and neglect the field inside a body (the same properties take place for the 
boundary conditions on an perfectly conducting surface). Some other cases, such as 
fractionalization of the internal and external boundary problems, are currently under study by 
the author. 
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Recently the investigations of the effect of electromagnetic wave energy 
parametric absorption by the material objects, its consequences and practical 
applications have been increasing steadily [1,2]. 

In the previous works, the analytical expressions which took into account 
the fact that the irradiated object was dielectric, were proposed. In the 
engineering design, in the case of the practical (radar) implementation of the 
known expressions characterizing the effect of parametric absorption, it was 
revealed a necessity to modify the mentioned expressions for a material object 
constructed of metals (lossy conductors) but not dielectrics. 

In this paper we present the transformed analytical expressions for the 
engineering calculation of the parametric absorption effect under interaction of 
an electromagnetic wave and an object made of conducting materials. 

The original analytical expressions for determining the irradiation 
parameters (the irradiation power and the maximum value of absorbed energy, 
respectively) have the following form [1]: 

^0 = l + L\ i ■ + ^Jeju 

Wfi/"i 
jeju3 {Fl x exp ^Jp^ l/i 

>('-!)/'■ 

(1) 

iß!,1 exp 

EM ~SJl±- 

2nL0{i-\)   U Co 
lnp 

gW^) Po?v 

,2   2 l + r. = + V£? 
S\PX 

I S/J 

(2) 

where P0 is the power irradiating a material object that is sufficient for the 
display of the parametric energy absorption effect; L'0 is the dimension-less 
value, numerically equal to L0 that is the length of the closed curve of the 

refracted wave propagating in object; e, p, are the dielectric and magnetic 
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refracted wave propagating in object; e, \i are the dielectric and magnetic 
constants of the propagation layer (external layer); eb u2 are the dielectric and 
magnetic constants of the reflecting layers (internal layers); i is the quantity of 
the microwave pulses in the irradiation packet; TV is the single pulse duration; 
Fl is the multifunctional parameter determining the interrelation of irradiating 
parameters and resonant and physical properties of the object; X^ is the 
wavelength of the refracted wave; QA is the quality factor; tan 8 is the loss 
tangent; Sk is a linear coefficient characterizing the pulse form; PH is the 
normalization factor; Ej is the maximum value of the absorbed energy; Sg is the 
coefficient having the energy dimension and corresponding to the manner of the 
observation object reaction on the high-power outer influence. 

The expressions for determining the irradiation power and the maximum 
value of energy required to compensate for the arisen shortage contain the 
parameters characterizing the electromagnetic wave circulation and attenuation 
in the material object. A requirement to modify the expression for the 
engineering calculation is connected with the fact that when irradiating the 
object constructed of the conducting materials one can not use the expressions 
having the parameters characterizing the dielectric medium. For instance, the 
loss tangent for the dielectrics is less than 1, while the conductor loss tangent is 
much greater than 1. As a result, the expressions for the attenuation ratio of 
dielectrics and lossy conductors are different. 

Attenuation ratio for dielectrics is commonly defined as follows [3]: 

t«!j!(-i+1^2^j. (3) 

Whereas the expression for a lossy conductor attenuation ratio differs 
from the written above, namely [3]: 

*»f/Ö^/f. (4) 

where e', |i' are the real parts of the parameters 8, u. Instead of s' H U\ it is 
necessary to take |e| and \n\, because in the considered case |f| * s\\i\ «//. In 

our work we had accepted the notations: \e\ = e, where s = sjs0 and \M\ = M, 

where// = //„/#,. 

In the given expressions such a value as quality factor (Q-factor), which 
is equal to the inverse value of the loss factor, is present. For good dielectrics 
Q-factor reaches large values, while for lossy conductors it is small. 
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All the listed above reasons point out to a necessity of the 
transformation, which is, for instance, in the substitution of the dielectric 
attenuation ratio for the conductor attenuation ratio. As a result, the expressions 
for the calculation of the irradiation parameters (irradiation power and absorbed 
energy maximum value) of the material object made of lossy metals (conducting 
materials) were obtained as follows: 

Po = l+I'o + ^£M3 

V\Vl 
v^3- Fl x exp 

X np 

nl/z 
ITCL (/-I) it s 

'eju 
,(/-!)// 

(5) 

EM=SJl±- 

iQl
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lexp 

K n 

2nL0(i-l) r- tgS 
A np 

Po?v 

\ + V, i SjJ, 

(6) 

\h 

The engineering calculation performed for a material object made of a 
lossy conductor (Aluminium) has confirmed the necessity and validity of the 
introduced modifications. 

Summarizing, in our paper we have shown that the transformation of the 
analytical expressions for the engineering calculation of the parametric 
absorption effect widens the range of applicability of the presented expressions 
and improves the agreement of modeling and experimental data. 
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The results of numerical simulation of the current drive via solving the Fokker- 
Planck equation are presented. The problem of numerical instabilities is discussed. 

1. Introduction. The numerical simulation of any kinetic problem associated with auxil- 
iary plasma heating and current drive requires the solution of a Fokker-Planck type equation. 
As well known, one of the main numerical problems of kinetic equation solving consists in that 
of conservative formulation, that is not so trivial especially for the Coulomb operator. There is 
a number of tricks designed especially for avoiding the numerical instabilities (as example of the 
most common one see [1]), but these tricks are not so general and the problem still requests a 
great care. Another problem of numerical solving the kinetic equation, which describes the qua- 
silinear interaction with launched into plasma RF fields and collisional relaxation of the induced 
perturbation, is the difference in kinds of symmetries of the relevant differential operators. While 
the most natural representation of the Coulomb operator is that in spherical coordinates, the 
quasilinear operator has as native cylindrical ones. Moreover, the quasilinear diffusive operator 
describes a diffusive process exactly along a given resonant lines, being actually one-dimensional 
(curvilinear) operator. This means that no one chosen coordinate system can exclude an ap- 
pearance of so-called crossed derivatives in total diffusive operator (i.e. aggregated Coulomb 
and quasilinear ones), which usually are one from the main sources of numerical inaccuracy 

appearance. 
Report presents the results of numerical simulations of some problem associated with pro- 

ducing the current drive by lower hybrid heating (LHCD). Fokker-Planck kinetic equation is 
solving by the finite difference method with the help of the developed FPTM code [2]. In the 
following, we show the results of successful application of the developed code to the one specific 
problem with appearance of a plateau on the distribution function in the resonance region. 

2. Formulation of problem. Apart from omitted small number of relativistic particles 
such as running-away electrons and a-particles, for the typical plasma parameters in tokamaks 
the basic assumption about time-scales is that TB < TC ~ jq\ < Tneo,Ta holds, where TB = 
§ds/v\\ is the period of bounce oscillations, rc and rql are the character times of collisions and 
quasilinear heating, respectively, evaluated in order of magnitude from {df/dt)couiqi ~ f/rCiqi; 
Tneo and Ta are the character times of neoclassical and anomalous transport, respectively. This 
relation means that having so far separated the rates of redistribution of any perturbation in 
velocity and real spaces and being interested only by kinetic effects of RF heating we can neglect 
the process of any space diffusion and solve the kinetic equation for the given magnetic surface 
with given plasma parameters. Bounce averaged Fokker-Planck equation can be written then 

as [3,4] 

^r+fr<* *?>■- £ {c^[fr/«o])B+KMB.        to- 
Here and below index "0" is related to the point of minimum of the steady magnetic field 
absolute value B for the given magnetic surface situated at the equatorial plane. Usually, the 
collision operator Ca/ß is defined for maxwellian distribution functions of "ground" particles 
fß = fßtMax, and for the most kind of problems this approach has a high accuracy.   Only 
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simulations of resistivity or another similar problems related to the electron current require to 
use a more complete model. The operator L™ describes a quasilinear diffusion of electrons 
in velocity space during lower hybrid heating and has usual for it form (see, for example, [5]). 
Below, the set of spherical coordinates is used, which turns the Coulomb operator to the diagonal 

In fact, equation (1) is a system of equations for passing, co-passing and trapped particles, 
coupled by boundary conditions along those lines in velocity space which separate these popula- 
tions. These equations can be also coupled by Coulomb operator Cala (depending upon the type 
of the model used). In the set of dimensionless variables u = v/vth and 60 (pitch angle computed 
in the minimum of B) this system, labeled by index m, can be expressed in dimensionless and 

conservative form as 

M- = ±°(u>S?) +      *      AorfnfcSE), (2) 
dt      v? du « sin #0 Ct/o 

where A = vrB |cos0o| l§dsB^IB{s), and S^0 are the fluxes in velocity space in V and 

"0o" directions, respectively: 

To descretize the equations the accurate and absolutely stable difference scheme of Karetkina 
(see [6]) is used. Formally this procedure is executed by integration of eqn. (2) with weight 
u2 sin 0o over the mesh unit cell Ui_1/2 <u< ui+1/2, 9j_1/2 <60< 6j+l/2. In the approach of 
Karetkina the flux term (3) is rewritten as [2] (for brevity here and below only V component 

of flux is shown) 

szw=Kw «*/r+/TOO+^i^+{D^ik)l+1/2'   
(4) 

where the weight coefficients on and ßi are 

> = * (i - w+i/2).   ßr=* (Ci -1)>   -r=^itSS: 

*m/2 = exP    /    25£r^~exP A      I    TV™ '     Dm 4     \ Uuu,i Uuu,i+l/2 

(5) 

In comparison with the most commonly used scheme of discretization of Chang and Cooper [1] 
the approach (4)-(5) has much more generality and does not request any "physical" assumptions 
to define the weight coefficients af and /?f\ 

A conservative, finite-difference, two-step operator splitting algorithm [3,6] is used for the 
time advancement (between the Zth and the (I + l)th time steps) of /™-' = /nu*> %>**)> 

X3 I     "     At/2 J=Ae0u I/O J + AMo Lfo        J' 

At being the time step. The operators Am incorporates the collisions, the quasilinear heating 
and the Ohmic terms. One can see that this scheme is implicit one only for diagonal operators, 
while other ones in equation are written as explicit part. To suppress inaccuracy produced by 
the explicit part of the differential operator the time step At has to be kept as enough small. 

3.   Applications.   The triangular spectra model [5] is one of the most commonly used 
for the description of LHCD problem.   We apply this model too, studying current drive for 
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the wide set of plasma parameters. A tokamak configuration with circular magnetic surfaces 
was used and all calculations were done for the given inverted aspect ratio e = 0.8. As mostly 
sensitive for quasilinear heating, the case of low density plasma was studied, with the following 
parameters of plasma: ne = m = 1013cm-3, Zeff = l,Te = T, = 2keV, which are typical for the 
middle size tokamaks. To cover as much as possible number of cases suitable for any analytical 
estimations the launched power was varied in very wide area from small 0.(W/cm3 up to almost 
irreal 10W/cm3. Comparison of the forms of the distribution functions calculated with taking 
into account the existence of trapped particles (Fig. la) and without it (Fig. lb) shows that the 
visible part of the moment got from external wave packet is lost due to collisions with trapped 
particles, which are excluded from those not contributing to the current. This is also illustrated 
at the Fig.2, where the dependence of efficiency versus launched power is shown. 

Note by the way that, in the formal consequence with appearance of the plateau, the order 
of the solved equation degrades locally in the region of the plateau (at least the leading term 
becomes small). This fact often can be the reason of some numerical instabilities. The approach 
of the conservative discretization holding is a good guarantee from any numerical instabilities 

of this kind. 
This work was partly supported by the Ukrainian Ministry of Science and Technologies. 
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Fig. la Fig. lb 
Fig. la. Contour lines of the electron distribution 
function with taken into account an existence of 
trapped electrons (bounce averaged model). 
Fig. lb. Contour lines for the local model, i.e. 
obtained in assumption of absence any trapped 
electrons. 
Fig.2. Dependence of the efficiency of current 
drive producing on launched power. 
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Introduction. 
The present report is devoted to developing the electrodynamic theory of superconducting structures 
and its application to the technique of the microwave band. The actuality of the given problem lies in 
the fact that nowadays there is no any acceptable mathematical methods, by means of which it would be 
possible to investigate in sufficient details and give designers of the radioelectronic equipment practical 
recommendations on solving internal and external boundary value problems (stationary and 
nonstationary), associated with excitation, scattering and propagation of electromagnetic waves on the 
superconducting (SC) objects of simple and complex shape. Therefore the developing of the 
electrodynamic foundations of SC structures for external and internal problems with the methods of the 
spectral theory is important practical task in antenna and waveguide technique. The report consists of 

tree parts. 
In the first part solution of internal problems of the electrodynamics with boundary conditions of the 
third kind in contexts of methods of the spectral theory is considered. It's known that when studying 
such problems an important role plays the superconductor impedance [1]. Therefore the attention 
should be paid to selection and grounding the physical models for the surface impedance of the 
superconductors (stationary and nonstationary models). A number of particular boundary value 
problems has been solved: excitation and propagation of the electromagnetic waves (EW) m 
superconducting waveguides, cavity and open resonators of the ordinary and complex shape. For 
certain devices the numerical experiments have been carried out. The physical analysis of these results 
enable us to make a conclusion about the efficiency of the proposed methods. New approximate 
boundary conditions for superconducting structures with time-periodical electrodynamical 

characteristics will be developed. 
In the second part the algorithms for external boundary value problems for the first tune will be 
obtained and justified. These model problems can be used in practice [2-22], for example, for 
calculating the basic electrodynamic characteristics of superconducting superdirectional antennas, 
superconducting spiral antennas, superconducting planar printed antennas for the satellite 
communications and television, superconducting RSA used for remote sounding of underlying surfaces 
of different nature, as well as integrated circuits and microelectronic devices based on superconductors. 
In the third part solutions of nonstationary boundary value problems on waveguide and antenna 
technique will be obtained. An analysis of the results obtained will be made and practical 
recommendations for constructing particular superconducting microwave devices will be given [22]. 

Modeling of Physical Processes in Various Superconducting Structures. 
We consider the cycle of problems on excitation, diffraction and scattering of the electromagnetic 
waves by superconducting structures. Such structures are the plane, the strip, the system of strips, the 
circular and elliptic cylinders, the sphere, the thin shell and a number of other bodies. Such wide range 
of problems was considered in works of the author [1,9-22]. Investigations associated with the 
scattering and propagation of the electromagnetic waves in the superconducting structures are caused 
first of the progress toward the microelectronics and advances in the different solid-state 
superconducting devices. The practical success that was achieved in low-temperature and high- 
temperature superconductivity [1] within the last years made it possible to obtain quantitatively new 
results on determination of the basic electrodynamic characteristics of the different microwave devices 
and structural elements. The mathematical modeling of physical processes performed by author and his 
colleagues when solving the wide class of boundary value problems of the third kind (internal and 
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external) is based on the superconductor surface impedance mentioned in [1]. New mathematical 
methods for solving the boundary value problems of this kind are developed and justified are based on 
the theory of spectral operators. These enabled us to solve a number of the important application 
problems. Following the practical purpose of these or those radiotechnical systems and devices we 
could emphasize several groups of such problems. First of all are the problems associated with 
scattering and propagation of electromagnetic waves along the boundary between the free space and 
superconductor. To the same class of explored structures can be attributed the scattering of the 
electromagnetic waves on one, two and system of superconducting tapes. Here also should be regarded 
problems on the propagation of electromagnetic waves in waveguides with "sandwich" type walls, 
determination of the basic electrodynamical characteristics of the microstrip superconducting resonators 
and cavity resonators of complex shape. The second group of problems deals with the excitation and 
scattering of electromagnetic waves on the superconducting disk and two disks, cylinder, sphere, rough 
wedge and so on. Hereto problems group adjoin the many problems of the antenna and waveguide 
technique, microwave microelectronics. Finally, the third group of problems, when soling them it is 
expedient to use the superconductor surface impedance, concerns developing of the theory of open 
superconducting resonators. To basic scientific results can be attributed: solution of the diffraction 
boundary value problem on two thin superconducting tapes which represent the open resonator and 
results of the study of open superconducting resonators, formed by rectangular and circular planar, 
cylindrical and spherical mirrors. Many of the mentioned problems should be solved in nonstationary 

approximation. 

Theory and Its Applications. .,-,.•   i 
Developed and grounded mathematical methods for solving of stated in [1-22] scientific and technical 
problems are perspective and can find wide applications in various fields of the physics and technique 
of the microwave band. Mention some of them. The creation of the advanced radar and radiomeasuring 
systems on the element base of the superconductors will permit one to solve the next major problems: 
in space communication, location and ship navigation, search and detection of heat-radiatmg objects, 
remote measurement of temperatures, spectral analysis of temperatures, spectral analysis of the 
planetary atmosphere, medicine, microelectronics, fundamental metrology. So in [20] for the first time 
the research in the refinement of the fundamental physical constant (FPC) the velocity of light on the 
basis of superconducting circular cavity resonators have been carried out. The performed numerical 
experiments on refinement and determination of the FPC the velocity of light by two different 
mathematical methods (the perturbation technique and the method of the generalized natural 
oscillations) on the basis of cavity resonators are reference to building the theory of open 
superconducting resonators. In such a way a principle possibility, having created this theory, to obtain 
the algorithm and the programs software for its «refinement on the basis of superconducting open 
resonators appears for the first time. Besides on the basis of these relationships for particular physical 
models of the open superconducting resonators (for example, confocal) the real possibility appears to 
perform experimental studies concerning the determination of the velocity of light. Note that the theory 
of open superconducting resonators represents the new scientific research area in modern 
electrodynamics [2,4,5,11,12]. How it follows from the analysis of the results obtained, it is clear that 
they will find wide application in electronics, instrumentation and antenna technique of the microwave 

band. 
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1. The classical description of the Electron Spin Resonance (ESR) phenomenon is 
based on the known Bloch equation [1] for a motion of a vector magnetization /in a variable 
magnetic field H(t): 

dJ/dt = Y[lB] + R (!) 
here yis the gyromagnetic ratio, R = {JJr2; J/r2; (J0 - ty*i} is the dissipative term, 

whose components contain the times of the longitudinal (r;) and cross (T2) relaxation. The 
dependence H(t) usually is chosen in a form 

Hx = H0sin(oJt),    Hy = H0sin(cat+<p), Ht = const. (2) 

At <p=±rt2 it is possible to determine the periodic solution of (1) in an analytical form, 
which corresponds to the stationary mode of oscillation of the vector J(t). Here, the 
dependence of the amplitude Jv of magnetization in XOY plane on the detuning value (5) of 
a microwave field frequency is given by the expression: 

yVl + i7 

Jxy($-^h2+3yZ   ~ 1 + ß2+^Y«/0     ' 0) 
-v.-v       V* y l + Q'+S*    ' 

where 
S=(m -yHt)r2, q = jflfo , Q = J^o fti*~2 ■ 

The function J^ (® determines the shape and the structure of the ESR line. It is easy to 
see that depending on the value of parameter Q it has either one (at Q<1), or two maxima (at 
Q>1). Thus, for large enough intensity of the microwave field, the splitting of the ESR line to 
two components is observed, when the intensity of the variable field H0 exceeds the critical 
value, He determined from the condition Q = I: 

Using (3), it is easy to see also that at the resonant frequency a>=jfft the magnetization 
Jq decreases with growing of intensity of the microwave field, ifH0>Hcr. But it is difficult to 
explain physical nature of this phenomenon within the framework of the classical model. 
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2. In order to study the magnetic relaxation mechanism of ESR phenomenon observed 
in the high-intensity microwave field, the authors developed a statistical method of the 
process simulation. Here the paramagnetic medium is represented by a system of elementary 
magnetic moments Mt 0=1 2,... n), which interact with phonons of a crystal lattice in the 
random moments of time fa). In the time intervals % <t< H*M the motion of the moments 
Mi is determined by the equation 

m/dt = y[MhH] (5) 

The description of interaction of magnetic moments with phonons is based on the 
following assumptions: 

a) a sequence of values of energy Et =-MiHat the moments of time vft after interaction 
with phonon will form the homogeneous Markov process [2], which has the Boltzman type 
stationary distribution; 

b) the intervals of time Ava = n*+; - »fr have an exponential kind of distribution with 
parameter X=l/x, where r is the average interval of time between interactions (magnetic 
relaxation time). 

Thus, in the presented model, magnetic moments Mt are the randomly oriented vectors 
having regular trajectories in space {Mx; My; MJ, which are broken by the random 
perturbations at the moment of time v& according with the equation (5). 

A computer program realizing numerical algorithm of solution of (5) and simulating 
the interaction of magnetic moments with phonons using the Monte-Carlo method [3] in 
accordance with the conditions a) and b) has been developed. For simplicity the absolute 
values of the magnetic moments were assumed identical. 

J^-lO^Oe 

1,0 

0,5 

Fig.l.  Formation  of a  resonance  line  versus  the   amplitude   of the  microwave  field 

3. Numerical experiments performed on the basis of statistical method demonstrate 
the effect of splitting of magnetic resonance line to two components, as well as the solution of 
phenomenological equation (1). In Fig.l the dependencies of the magnetization J^ on the 
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static magnetic field Hz, for different values of #/>#„, are presented. One can see the 
reduction of magnetization with growing the intensity H0 of the microwave field under the 
condition of resonance cp=yHz. The analysis of dynamics of this process demonstrates that 
this phenomenon is caused by the fact that in the vicinity of the resonant frequency, at 
H0>Hcn the system of magnetic moments splits on two subsystems with opposite orientations 
of vectors Mt. This phenomenon leads to the reduction of the medium magnetization in the 
XOY plane. 

6 
H0        ,Oe 

Fig.2. Dependence of the magnetization value Jv on the intensity H0 at the resonant frequency 
af=jffz. 

The ESR phenomenon was also simulated under the conditions of amplitude 
modulation of microwave field. Here the variation of the value of H0 in time is linear. As 
calculations show, for a high intensity H0 and incomplete magnetic relaxation the double loop 
of hysteresis caused by the effect of the resonant line splitting is formed on the diagram J„y — 
Ho (Fig.2). As far as the width of the hysteresis loop is one-to-one connected with the 
relaxation time, this phenomenon can be used as a basis for the development of an 
independent method of definition of magnetic relaxation time. 

Thus the statistical method, whose opportunities are discussed here, appears to be 
rather efficient method of simulation of dynamic processes in magnetics. The analysis of the 
calculations of magnetoresonance absorption evolution demonstrates that by taking into 
account the crystal fields and exchange interaction it will be possible to apply this method for 
the research of more complicated magnetic structures such as ferromagnetics, 
asperomagnetics, spin-glasses, etc. 
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Abstract - The methods of calculation of electric field in granular materials are 
analyzed: classical, conformal mappings and breakdown into sections. A conclusion 
about necessity of solution of the Laplace equation for the exact description of a field m 
granular material is done. , 

The measurement of humidity is important in many industrial and agncultural 
applications. Wide class the media, whose humidity is necessary to monitor, are granular 
materials (GM). They are: seeds of grain cultures (wheat, rye, etc.), crushed coal and ores of 
minerals, various powders: from mould mixtures in foundry shops up to raw material tor 

obtaining electrotechnical ceramics. ..«.*. 
For an operational and non-destructive control of GM humidity, a high-frequency 

method is applied, which provides definition of humidity of a material by the analysis of its 
parameters in alternating electric field with frequency 5 kHz...50 MHz. In most cases empirical 
dependences specific only to one type ofGM are used. , 

For obtaining the generalized characteristics of an electric field in GM used in the 
process of design and graduation of moisturemeters, it is necessary to consider the character of 

electric field in GM. ' .    . __ 
In [1] it is simply assumed that all the particles of GM have identical and definite form 

and are packed in a cubic lattice. . 
For a single spherical particle, an exact solution of the problem of calculation of a can be 

obtained with the aid of the Laplace equation [2, p. 250]: 

V2q> = 0. 

Thus the field inside a particle is represented as uniform, that is true only in the case of 
absence of active conductivity. In calculation of the field for a group of particles of GM, it is 
necessary to take into consideration the fact that each particle GM is surrounded by other 
particles, which distort the field. That is to accept the following boundary conditions: the 
particle is limited by two tangents equipotential planes, which are perpendicular to force hnes 
of the uniform (before depositing a particle) electrical field. Such a solution has not been 

obtained yet. , .,    . 
However a portrait of the field can be obtained, under some assumptions, without a 

solution of the Laplace equation. 
According to [1] a particle and the medium enclosing it are divided into two zones: the 

first is the conductivity zone and the second is the contact one (Fig. 1). Thus the boundary 
between the zones is assumed as an equipotential plane and in each zone the field is calculated 

separately. .    .   .„     . 
We shall assume that the specific resistance of the particle material pp is significantly 

smaller then of the medium pm (the space between particles is filled by air), that is, with 
p   « pm, considered in [3]. As a dump particle has not only reactive (capacity), but also 

active part of conductivity, a picture of a current field enables us to consider the force lines in 
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the zone of contact of a particle as the straight lines [4] outgoing from the point of contact; in 
the zone of conductivity the force lines are the arcs of ellipses [5, p. 10]. 

Fig. 1. The scheme of decomposition of a particle into zones 

Several ways of calculation of the field in the zone of conductivity for the shaped as 
ellipsoid of rotation, with pp « pm, are possible. 

In [6], calculation is carried out by the Roters method with the mentioned assumptions 
on the picture of the field (Fig. 2a). In case of the picture of the field after [6], the boundary 
between zones should have, approximately, the shape of a part of a sphere. 

-    '\    -° —. L/~»v   / 

JL. .'   \   i 
\    / 

\ / 

> i 

a) b) 

Fig. 2. The field portraits in the zone of conductivity after [6] (a), and [7] (b) 

With a picture of the field after [7], see Fig. 2b, the calculation of the field is done by the 
method of conformal mappings, thus the boundary between zones is a sort of a hyperboloid of 
rotation. Essential difference, except for the boundary of zones, is that in the second variant 
the force lines converge not at a point of contact, but on the line KK' that does not 

correspond to a real picture. 
The relative difference of values of active resistances at the computation after [6] and 

after [7] with a relation of semiaxes of an ellipsoid of rotation a/b from 1.5 up to 10.0 
decreases from 33 % up to 0.4 % with insignificant change of absolute difference. It happens 

for two reasons: 
a) the forms of force lines with an increase of a/b draw together; 
b) the influence of the different forms of boundaries between zones insignificantly 

depends on a/b, and is reduced with the growth of a/b. 
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Thus for the final solution of a problem about a choice of the picture of the field in the 
zones of conductivity and contact, and, correspondingly, the form of the boundary between 
zones, the solution of the Laplace equation for a group of particles of GM is necessary. 

REFERENCES 

1. N.S. Dubrov, E.S. Krichevsky, B.I. Nevzlin, MuKiparametric Moisture-Meters for 
Granular Materials, Moscow: Mashinostroenie, 1980 (in Russian) 

2. V.E. Kuzmichev, Laws and Formulas of Physics, Kiev: Naukova Dumka, 1989 (m 

3   R Holm, Electrical Contacts, Moscow: Inost. Literature, 1961 (in Russian) 
4' A.V. Isakova, Study of Inhomogeneous Contact Elements of the Low-Current 

Circuits, Ph.D. Dissertation, Kharkov, 1968 (in Russian) 
5. V.T. Omelchenko, Theory of the Contact Processes, Kharkov: Visha Shkola, 1979 

(in Russian) . 
6 BI Nevzlin, Yu Yu. Diachenko, Calculation of Electric Conductivity of Granular 

' Bulk Medium with Cubic Packing, Visnyk SUDU, 1997, vol. 4(8), pp. 244-252, (in 

Russian) ' 
7 YuYu Diachenko, Application of Conformal Mapping to the Calculation of 

Conductivity of a Particle of Granular Material, Visnyk SUDU, 1997, vol. 6(10), (in 
Russian) 

Kharkov, Ukraine, Vllth International Conference on Mathematical Methods in Electromagnetic Theory 



MMET'98 Proceedings 237 

FORCES OF INTERACTION BETWEEN MACROSCOPIC OBJECTS 
IN THE FIELD OF ELECTROMAGNETIC WAVE 
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Mechanical action of electromagnetic radiation on material objects (pressure 
or rotation) is exhibited in many physical phenomena. It plays an important role in the 
processes inside the stars. It influences on the orbits of small particles which move in 
the space. In the physics of condensed media the electromagnetic (ponderomotive) 
forces are exhibited in the electrostriction effect. The radiation pressure plays great 
role in the interaction of laser pulses with plasma in the laser-heating nuclear fusion 
machine. It is used for the measurement of the power of microwave and laser 
radiation. 

Ponderomotive action of electromagnetic field on the isolated objects in free 
space has been investigated well, both theoretically and experimentally. It is not so, 
however, when there are two or more objects. P. N. Lebedev made such experiments. 
He had not finished them, however. There are modern publications on the research of 
the radiation pressure on a system, which contains several dipoles in a waveguide. 
They investigate the case when A/a » 1 (A is the wavelength, a is the size of the 
dipole), however. 

Ponderomotive forces in the system for two circular cylinders, which are placed 
in the field of a plane electromagnetic wave are found in the present work. It is a 
simple case but its results can be used for a system of other objects. 

It is necessary to find the electromagnetic field in the neighbourhood of each 
cylinder for determining the ponderomotive forces. This problem was solved for two 
identical cylinders with the radius a and the complex-valued refraction index m, placed 
at the distance d from each other. The wave is incident normally to the plane, in which 
the cylinders are located. The ratio A/a can be arbitrary. 

The addition theorem for cylindrical functions was used for solving of the 
problem. The formulas representing the sum of fields of the incident wave and the 
waves which are scattered by cylinders are found: 

Ez =EC 

00 

W=-00 

JH(kr)-W<n
2>(kr) + Jn(kr) £VO) 

/=-00 

e-mf 

i   dEz i   dEz H(p= —, nr - — 
w       O)JU0  or £Oju0r dcp 

where S=2nd/A, 
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K = b0,n 

UU 

/=-00 

&0„  is coefficient for a single cylinder. 
It is necessary to solve an infinite matrix equation for finding the expansion 

coefficients b„ . One can limit the number of equations based on the physical 
conditions: radius of cylinders, distance between them and wavelength of the radiation. 
For this problem lmax &2p,p= 2m/k. 

The longitudinal F, and transversal F, the forces acting on the cylinders were 
calculated through the components of the Maxwell stress tensor T„ and Tr(p by using 
the results of the solution of the previous problem[ 1,2]: 

2TC p 

Fl = I (Trr cos(p - Tr(p sincp^adcp = -Qpl , 

o 
2n p 

Ft= j(Trrsin(p + Tr(pcos<p)ad(p = —Qpt , 

where 

lrr 
4 

H(pH<p ) 

Trf = tfRe(HrH;), 

P is the power of radiation incident on the cylinder, c is the light velocity, Qpi and Qpt 

are the efficiency factors of the radiation pressure. 
The functions of Qpi and Qpt versus the distance 8 = 2nd'X are shown in Figs. 1 

and 2. The cylinders are perfectly reflecting (m-><x). The electric vector of the wave is 
parallel to the axes of cylinders. 

piij i Q 

I Qptii 

P=\ p=10 

|QP"0J 

•|Qpti0j 

Distance between cylinders 
°j 

Distance between cylinders 

Figure 1 Figure 2 
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The dependence of the longitudinal force Ft oscillates about the asymptote, 
which is corresponding to a single cylinder. The amplitude of oscillations decreases 
very slowly. It is still large even with 5= 60. 

The character of transversal forces Ft depends on the value p. The cylinders, 
which have small value of/?, can attract or push away from each other at the different 
distances 6 between them (see Fig. 1 for p = 1). The direction of the force depends on 
the function of distribution of currents on the surfaces of the cylinders. These currents 
interact with the magnetic field of the wave. On the surface of a single cylinder this 
function is symmetric about the direction of the wave vector. The symmetry disappears 
with the appearance of the wave scattered by the neighbouring cylinder. The maximum 
of the current may be on the inner or the outer part of the surface of cylinder. The sum 
of transversal forces is directed outside (in the first case) or inside (in the second case) 
of the cylinders, which are pushed away or attracted, respectively. 

When p» 1, the cylinders are pushed away only (see Fig. 2 for p =10), since 
the wave scattered by one cylinder does not circle the surface of the second cylinder. 
The maximum of the surface current is always on the inner part of the surface of the 
cylinder. 

The efficiency factors of the radiation pressure are well approximated by the 
following formulas: 

Qpl~3   5S2' Upt~2S' 

The magnitude of the transversal forces decreases as 1/d. 
General behavior of the forces remains the same for the other polarization of the 

wave and in the cases when the cylinders have a finite real or complex-valued 
refraction index. Only the magnitudes of the forces vary. 
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Abstract Analytical solution is given of the problem about an angle of deviation of magnetic 
arrow for want of modification of a distance between it and conductor with a current in 
experience of Oersted. Existence of a maximum in the dependence of the indicated angle on 
the distance is revealed. 

The experiments of Oersted on the force acting due to a conductor with current on 
magnetic arrow are considered now mainly as a historical feet [1-3]. The mentioning the 
Oersted experiments is present basically in the textbooks where attention is paid purely to the 
fact of the force action of magnetic field of a current on the magnetized substance. However, 
the experiments of Oersted by no means should be "given up" to the history. They contain an 
interesting material for the problems, which can be included in the modern teaching of the 
theory of electromagnetism. A review of one of such problems, namely the problem about a 
force action of conductor with current on magnetic arrow parallel to the conductor (in the 
absence of current) is given in this work. Analytical approach to a solution of this problem 
enables us to obtain new results about the angle of deviation of magnetic arrow due to the 
indicated force action. 

Oersted himself wrote the following about the angle of deviation of magnetic arrow 
originally parallel to a conductor with current, [3]: " If the distance from a wire up to arrow 
does not exceed 3/4 inches, the deviation makes about 45°. If a distance to increase, the angle 
proportionally decreases...". 

Our goal is to update this 
qualitative solution. To this end 
we model a magnetic arrow as 
two magnetic charges of opposite 
sign (fictitious charges) located 
on the arrow tips, that quite 
corresponds to the modern 
representations about permanent 
magnets with homogeneous 
magnetization [4]. Then, the 
force action of magnetic field of 
a conductor with current on the 
magnetic arrow of length 2i, 
located at the distance h from 
conductor, is equivalent to the 

force actions of this magnetic field (force F«) onto the indicated fictitious magnetic charges. 
This force action is counterbalanced by the force action of magnetic field of the ground (force 
F3) onto the active magnetic charges of the arrow. 

In Fig.l the top view (Fig.l, a) and axial aspect (Fig.l, b) of an equilibrium of 
magnetic arrow in the horizontal plane (we neglect the earth magnetic field tilt) is shown. 
Equilibrium is achieved under condition of moment equality of indicated forces concerning a 

FIG.l 
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central suspension of magnetic arrow (point About in Fig. 1): 

Fnr-t-cosa = F„-e-sma. (1) 

If one takes into account that the forces Fm and F3 are proportional to the strength of magnetic 
field {Hm and H3 respectively, Fig. 1) then instead of (1) it is possible to write 

Hnr ■ cosör = H3 • since. (2) 

If we consider equality (2) as an equation concerning the angle a, then on solving it we can 
obtain the dependence of the angle a on all the parameters of the problem including the 
distance h. However, a direct solution of (2) for a, is rather complicated and inconvenient for 
the analysis. These inconveniences can be avoided if we consider the relation (2) as an 
equation for the distance h that brings us to the following equation: 

h2- 
ITB, 

-ctga-h+l2-sin2a=0, (3) 

whose solution is given by 

A = 
AnH, 

-ctga ±, 
]K4nH3 

ctga -£2sm2a (4) 

This solution enables us to construct the function h = h(a), whose inverse is the required 
dependence a = a(h). So the properties of the dependence a(h) are determined by the 
properties of the right-hand part of the formula (4). In particular, it is possible to deduce from 
it the existence of a limiting angle a = a0, for which the formula (4) is meaningful. This 

limiting angle a0 is determined by equaling to zero the radical in this formula: 

a0 = arcsin 
\4nH3l) 

+■ (5) 

r    ho 

FIG. 2 

determined by the equation (see(4)): 

From the form of the right-hand part of the 
formula (4) it is possible also to see the following. 
If the distance h is varied in a leg of a diminution 
after some large value (it means that the increase 
of/? reduces in a diminution a), the angle a will 
at first increase, and then, after some distance ho 
(the value a0 corresponds to this case), it will 
decrease. This qualitative description of the 
dependence of the angle a on the distance h is 
presented in Fig.2. 

The value of the distance h (h = h0), for 
which the angle  «  has maximum value is 

hn =^-sinaf 

Note that, according to Fig.l, from the formula (6) it follows that in the considered 
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experiment there is always an angle of a maximum deviation of magnetic arrow from the 
direction of the axis of the wire. It is achieved if the angle ß (Fig.l,b) is 45 , as in this case 
(a = a0) the distance h0 is equal to the horizontal deviation of the top of the arrow from initial 

position. . .   u 
This feature of the dependence or = ar (h) corresponds to what had been noted m the 

Oersted experiments, only for rather large distances h (i.e., for small A). So, from the formula 
(4), it is easy to obtain the following dependence of the angle of deviation on the distance h, 

provided that h is large: 

ffi 

2nH 
1. (7) 

3 

This fact was noted by Oersted as a decrease of the angle of deviation of magnetic 
arrow from its initial position when increasing the distance between conductor and this arrow 
[3] 

Concluding, we remark that the first of the authors of the given work made an 
experiment with magnetic arrow of atourist compass and a conductor of diameter of 6 mm (in 
isolation) with the current of 4 to 8 A. Stabilization of the angle a from distance of 10 to 15 
mm and up to a maximum approaching of magnetic arrow to conductor was observed. To 
detect the effect of decrease of the angle A when decreasing further the distance h in this 
experiment was not possible. 
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METHOD OF ASYMPTOTIC PERTURBATION OF FUNDAMENTAL 
SOLUTION AND ITS APPLICATION TO PROBLEMS OF WAVE FIELD 

INVESTIGATION 
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Abstract. Major points of a new method of calculation of integrals containing the Bessel function 
are summarized. On the basis of the method of asymptotic perturbations of the fundamental 
solution the results of the analysis of fields in a layered structure are obtained; The leading terms 
of the asymptotic behavior of the fields in layered structure are obtained. 

Many problems of mathematical physics, including the problems of calculation of fields in a 
layered medium, are reduced to the calculation of integrals of the following type [1,2]: 

CO 

I(r,z)=jj0(Ar)F(A,z)dX, (1) 
0 

where J0 (z,r) is the cylindrical Bessel function of the first kind and zero order, Fß,z) is a function 
determined from the solution of a boundary value problem for an ordinary differential equation. 

In work [3], the method of calculation of integrals (1), based on their consideration as 
integral representations (perturbed by the differential in general sense operators) of the 
fundamental solution of the operator of mathematical physics was offered. With a reference to the 
problems associated with the Laplace operators, we formulate such an approach as the following 

Theorem 1. 
Suppose that it is possible to decompose the function F(A,z) in (1) in terms of the series: 

f>„;i\o<;u/f 
F(A,z^exp(-Az)f(A)=exp(-AzM"-° (2) 

Then (I) can be presented as an operator function: 

CO 

|70(A/-)exp(-^)/(A)<M = 
\ßz)R    t» 9z  ylzt+r1 n* 

z / AB-1 ■     W 

J{1   R tr (w-i) JoV^7 
z'+r2 <1 

Inside its domain of convergence, series (3) can be differentiated in term by term manner. 
Representations (2), (3) are down in a limiting form valid if the function F(A,z) is infinitely 

differentiable function. Request now that F(A,z) has n continuous derivatives, and the (n+I)-st 
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derivative is bounded. Then the infinite series in (2) and (3) should be replaced by finite sums. In 
this specific case, when z=0 in the area r>l of (3), we shall obtain the result known from the basic 
A. N. Tyhonov theorem of his work [4]. 

Further we write down the representations similar to (2) and (3) for the integral (1) in 
problems with the Helmholtz operator. 

Theorem 2. 
Suppose that it is possible to decompose function F(X,z) in (J) in terms of the series: 

iraz)=^LMl/fe)=HPtMA 
V 

Then (1) can be presented as an operator function: 

2>» 
n-0 

fj", 0< n<r\ 

00 

I 
H=l 

* 
<rj 

(4) 

}j0{Xr) 
exi p(-y)^ mdt= 

f 
exp (ikR)_ 

R !(-!)" a. 
«=0 

8" exp(/M) 
dz"R     ' 

\<kR 

f 
z 

jdt 
Ko    J 

expjikR) _ A (-1)" a_„ \ (z -1)"-1 exp^ Jt'+r1 (5) 

R (n-l) 4t2+r2 
dt,0<kR<l 

where j]=yJÄ2 -k2, k is a constant value, R-^z2+r2 . 
Inside its domain of convergence series (5) can be differentiated in term by term manner. 

The series (3), (5) are analogous to the Taylor series with reference to the integrals, which 
are solutions of boundary value problems for the operators of mathematical physics. In this sense 
the representation (3) and (5), in the domain of their convergence, are identities. With reference to 
the problems of wave field investigation these formulas serve as a generalization of the principles 
of Huygens and of superposition of waves. 

In practice, one uses a finite number of terms from (3), (5). For finding the asymptotic 
behavior of integrals (1), sometimes it is sufficient a knowledge of the first term of the series (5) 
only. For calculation of surface waves along the interface of media, it is possible restrict the 
analysis by the quadrupole (w=2 in (5)) approximation of the fundamental solution of the wave 
equation with the Helmholtz operator. In some cases the fundamental solution corresponding to 
«=0 in (5) is enough. 

As an analysis model, we shall consider the structure presented in Fig.l. Integral V(r,z) 
corresponds to the single non-zero z - component of the Green's tensor function of the layered 
medium. The principal values of the integrals V(r,+0) and V(r,-H-0) determine the surface waves 
at the part of external interface of the layered structure. It is possible to calculate these integrals, 
V(r,+0) and V(r,-H-0), in the quadrupole approximation of the fundamental solution of the wave 
equation. The values of V(r,+0) and V(r,-H-0) decrease with distance as IIr2. Integral V(r,z) with 
a source at the interface: z'-H-O at ze[0,-H], can be calculated in the approximation of the 
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fundamental solution of the wave equation. This approximation determines a communication wave 
of the layered medium 

<J{z + 2H)2 v.<r.*h 
l+e.yf^Pi k0H + S^Sl 

V*T 

expt 

4z2'-2 
z'+r v+r» 

+ 

'2  J 

+0 
r     z + 2H     ^ ,ze[0,-HJ. 
Xz + 2Hf+r>) 

If z-> -0, Vc becomes a communication surface wave of a layer at the interface with a source 

,     x sx exp(?y)   exp^V^2 +r2 )|    J    IE 

l + e^s^-l k0H + 
j4H2+r' r2  , Ji 

+ 0 
^AH'+r1) 

2 j 

The presence of the interface of the media at z=-H results in the behavior of the field on the 
internal interface of a layer with a source as ~ 1/r. 

Fig.l. Model of layered media 
with one layer. 

Fig.2. Scheme of the principal-value 
integrals V (r) of layered structure. 

In Fig.2, the behavior of the principal value of integral V(r) of the layered structure is 
shown, depending on the position of coordinate z of the point of observation. This scheme shows 
the domains of communication, Geometric Optics field (In r=-l), and that of the field decreasing 
according to the law --i/r2 (In r=-2), including surface waves of layered structure. The scheme 
clearly demonstrates the properties and the essence of the concept of communication waves in a 
layered media. 
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SIMPLE APPROXIMATE FORMULAS 
FOR EVALUATING SOMMERFELD TYPE INTEGRALS 

Peter L. Tokarsky, Vladimir V. DoLzhikov 
Kharkiv State Technical University of Radio Electronics, 

14, Lenin Av., Kharkiv, 310726, Ukraine 
Tel: +380 572 409 430, Fax: +380 572 409 113, E-mail shifrin@kture.kharkov.ua 

Introduction Analysis of antennas and scatterers, located in a close proximity to the air/ground interface is concerned 
with calculation of Sommerfeld type improper integrals [1]. This problem has no rigorous solution in a closed form, 
therefore it is solved either by numerical integration or with the use of approximation. Among the latter, widespread are 
me methods of the high-contrast approximation (HCA) [2] and of the reflection coefficient (RCM) [3], which are 
convenient for application but always have not a high accuracy. The purpose of the present paper is development of 
more accurate expressions for evaluating near fields of an infinitesimal electric dipole located over the lossy half-space. 
We assume that the dipole is located at a point M'{0,0,h > 0) in the cylindrical coordinate system {r,q>,z), and the 

plane z=0 separates the homogeneous material half-spaces. The upper half-space (z > 0) is a medium 1 with the 
permittivity ex , permeability^ and conductivity ax = 0 (air), and the lower half-space (z < 0) is a medium 2 with the 

electrical parameters e2,ß2,a2 (ground). Besides, it is assumed that the dipole current has a unit amplitude with a 
harmonic time dependence &\p(jat). We examine the radiated field from an electric dipole into the medium 1 and take 
account of two dipole orientation cases: one is along the axis z (vertical dipole) and the other is along the radius r at 

cp = 0 (horizontal dipole). 
Vertical electric dipole (VED). The Hertzian potential of the VED field has az-component only [1]: 

n(M) = z°IIa,    where    Tlu(M) = G(Rx) + G(R2) + AUa ,        An^=-^]fzz(v)J0(vr)^(-ylOdv, 

f (v)=   ,^-1, Rl=^+iz-h)\ R2^r2
+C, C = z + h, 7i,2=>2-^' *i=«>Ä~> 

k2 = co^je2(l-ja2/m2)ti2 , G(R) = -L^~M1 is me Green function of the free space, JJx) is the Bessel 

function of order m, (r,<p,z) are coordinates of an observation point M The correction term AII^  is expressed 

through the Sommerfeld type integral, where the integrand has two branch-points v = kx and v = k2, in the vicinities 

of which the sharp bursts are observed. When \k2\ > \kx\ it can be presumed that the contribution of the point v = k2 to 

the integral value is considerably smaller than of the point v= kx due to the decreasing exponential factor. Taking this 

into account, we reduce the algebraic factor of integrand to the following form: 
Ik} • jko-v . 2h   V , ,   ,, t (V\~ r    p   J 2\,/ A = / —■—r ,    where n = k2 k,, 

that enables the integral in the expression for Anz2 to be transformed as follows [2]: 

We expand the denominator of the integrand in the latter expression in the power series and then we can find the 

required expression for ATI^ 

^LKr.R,). (1) 

end     En(z) = ]^lät 

AU^-j—^I(r,R2), 

1   - ., „,      ,      1-3-5...(2m-1) 
where 7(r,Ä2) = -—XAn^m+iCA^)'   K~    9   .  ,   9 R 47Tm=o /-4   0...zm     yn2J 

is the exponential integral [4]. The series (1) is fast convergent and its calculation usually requires no more than 3 or 4 
terms. The general term can be easily obtained using the recurrent formulas: 

E^UW-"«-*** 2m 
i_. ikR 

2m-l 

(kR)2     _     ,,«    ,  _2m-l 
E2mAUkR), Am = - 

2m(2m-l) 2m 
An-i > A) ~ 1 > 

ElUkR) = -ci(kR) + jsi(kR), si(x) and ci(x) are the sine and cosine integrals. 
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Horizontal electrical dipole (HED). The Hertzian potential of the HED field has two components: 

fi = ^"n^ + z0!^ . We consider first the vertical component of the Hertzian potential, that is defined by the 

equation [1]: 

nw(M) = -^J/a(v)71(vr)exp(y10^,where/„(v) = 2v2-^g-. 
47T   0 «■2t\+KU2 

We shall simplify the function fa (v) in two ways. At first we proceed the same way as in the VED case: 

/»«2v2      Jl   Jl     =- 
*22yin + (*i/*2)]        *2" + lft 

The substitution of this approximation in the integral yields: 

nu^-^f^Mcvoexpmo 
An  k2 n +10 7i 

2 n-1 5 _._ . 
= -;cos?>-—773-G(Ä2)- 

£, n + le>r 
(2) 

In the second way, before a simplification of the function fa (v), we present its denominator as the sum of the squares: 

,,,.,   ,vi   ft-72   *fri-*fr2 ,2n2 + l 2 _-A«!iivl_Aj" 
/«CV)-ZV    ,2      .  ,2..   ,2..       T2TT ~ .2     2     i ■/ t   „2     , „.       „2 , 

*22ft+*tV2*2ft-^272       ^22«2-l'        ^2«2-l7l      n2ft2 

and obtain n^(M) rr-COS^-y 
2   n2 + l 

jfe||n2-l 
7*2 ■5r    drdC 

By using expansion of the integral I(r, R2) in the series (2) it is easily shown that 

G(R2) + ktj-I(r,R2)\ (3) 

<?r K2 

i+A/H^f T1
G(jR2)+yA £ 2|J VI*2»(JW 

Calculations with the use the formulas (2) and (3) enabled us to establish that the deviations of n^ (M) and W^ (M) 
from the exact value are rather close in magnitude but have opposite signs, so the best approximation is given by their 
mean value: 

na(M) = 0.5[n'^(M) + Tl'JM)). (4) 

The horizontal component of Hertzian potential of the HED field is expressed in the following form [1]: 

n„(Jlf) = G(Äi)-G(Ä2) + An„,   An„ =—J/„(v)J0(w-)exp(-ftO<*v     fxx(v) = 
47T n 

2v 

7i+72 

The function /„ (v) can be approximated in two ways as well: 

*> t ^       ■    lv       mA    f",v\ -    2v   7i-72- 2Y\V-ßk2v 

from which it follows that 

and 

An'„(M) = ;'—^-^rGOy 

An'xx(M)=-5-y— 
h(n -1) 

Jk2^ + - G(R2) 

(5) 

(6) 
ac   d2c 

Expression (6) is equivalent to similar one in [7], where it was obtained by using the Fourier transform method (FTM). 

Numerical results. The calculations were carried out for the case well known from the literature [5,6]: el=e0 , 

62/61=10, n2=Hx = ßo, <r2 = 0.01(ß-m)-1, Ä2=10m, 02=arctan(r/O=lO°, tp = 0. The results of 
calculation of ATI^ by(l), n„ by (3), (4) and ATI^ by (5), (6) are presented in the Tabs. 1-3. For a comparison, 

here are given also the exact values obtained by a numerical integration method and the results of calculation by using of 
the HCA-method [2]. Besides, numerical results of calculation by the RCM and FTM methods are taken from [5], [6] 
included in Tabs.2,3. 

Conclusions. Comparative analysis of the numerical results shows that the derived formulas ensure rather high accuracy 
of the Hertzian potential calculations for the vertical or horizontal electric dipoles over the lossy half-space. Simplicity of 
the formulas and absence of numerical integrations makes them convenient for many electromagnetic applications. 
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Table 1. The correction term AII^ for Z-component of the VED Hertzian potential 

F, 
Riß 

RCM,from[5] HCA Present, eqn. (1) Exact results 
MHz xlO4 xlO4 xlO4 xlO4 

1.0 0.033 -10.0 -j 5.45 - 0.76 -j 4.12 - 0.90 -j 3.88 - 1.00 -j 4.16 
2.0 0.05 -15.2 -j 3.81 - 4.46 -j 7.16 - 4.55 -j 6.39 - 4.93 -j 6.87 
3.0 0.1 -18.8 +j 0.05 - 9.48 -j 7.77 - 9.15 -j 6.46 - 9.95 -j 6.92 
6.0 0.2 -18.7 +J16.6 -21.16 +j 3.86 -18.20 +j 4.97 -19.56 +j 5.82 
9.0 0.3 -4.08 +J28.5 -15.93 +J23.30 -11.75+J20.97 -11.80 +J22.90 

12.0 0.4 16.3 +J26.7 5.00 +J32.76 6.52 +J26.83 8.09 +J28.14 
15.0 0.5 31.1 +J11.2 28.26 +J23.53 24.67 +j 17.30 26.69 +j 16.98 
18.0 0.6 32.5 -jlO.8 39.46 -j 0.48 31.82 -j 2.85 32.96 -j 4.48 
21.0 0.7 19.5 -J29.3 31.62 -J26.87 23.76 -J23.32 23.45 -J25.18 
24.0 0.8 -2.43 -J35.7 7.92 -J42.31 4.06 -J34.05 2.65 -J35.14 
27.0 0.9 -23.9 -J27.3 -20.74 -J39.08 -18.31 -J29.89 -19.98-J29.78 
30.0 1.0 -35.9 -j 7.42 -41.31 -J18.30 -33.37-J12.54 -34.48-jl 1.43 

rable 2. Z-component II a of the HED Hertzian potential 

F, HCA FTM, from [6] Present, eqn. (2) Present, eqn. (4) Exact results 
MHz xlO5 xlO5 xlO5 xlO5 xlO5 

3.0 -39.54 +J53.60 -45.0 +J19.6 -24.75 +J48.90 -34.82 +J33.84 -34.51 +J28.69 
6.0 -16.54 +J60.59 -20.1 +J41.6 - 2.59 +J47.05 -11.80 +J44.04 -14.08 +J43.14 
9.0 16.26 +J64.13 9.95 +J45.6 21.21 +J41.04 15.03 +J43.56 13.90 +J44.36 

12.0 51.68 +J47.29 36.2 +J30.6 40.34 +J22.56 38.03 +J27.01 37.95 +J27.81 
15.0 72.77 +j 9.50 47.6 + j 2.87 46.08 -j 4.42 46.93 -j 0.58 47.21 -j 0.19 
18.0 66.91 -j36.il 40.0 -J25.7 35.10 -J30.20 37.59 -J28.24 37.86 -J28.13 
21.0 33.61 -J70.49 16.9 -J43.7 11.04 -J44.93 13.66 -J44.95 13.85 -J44.94 
24.0 -14.96 -J78.28 -12.2 -J44.2 -17.07 -J42.90 -15.45 -J44.26 -15.29 -J44.30 
27.0 -59.38 -J55.02 -36.0-J27.3 -38.92 -J24.78 -38.46 -J26.60 -38.33 -J26.70 
30.0 -81.43 -j 9.19 -45.2 +.J0.42 -45.99 +.j 2.62 -46.63 +j 1.13 -46.56+j 0.97 

Table 3. The correction term AIT^ for X-component of the HED Hertzian potential 

F, RCM, from [6] HCA Present, eqn. (5) Present, eqn. (6) Exact results 
MHz XlO4 xlO4 xlO4 XlO4 xlO4 

3.0 18.30 +J0.0076 22.42 -J30.40 18.23 -J29.07 24.40 -j 17.29 21.45 -J19.75 
6.0 18.30 -J16.1 9.38 -J34.36 5.43 -J30.52 11.56 -J26.64 9.98 -J27.24 
9.0 4.11 -J27.7 -9.22 -J36.37 -10.63 -J29.82 -5.27 -j'29.88 -6.48 -J29.82 

12.0 -15.70 -J26.2 -29.31 -J26.82 -26.09 -j 19.81 -22.51 -J22.39 -23.38 -J21.83 
15.0 -30.30-jl 1.1 -41.27 -j 5.39 -33.70 -j 1.44 -32.53 -j  5.09 -32.91 -j 4.22 
18.0 -31.80 +J10.4 -37.95 +J20.48 -28.93 +j 18.80 -30.05 +j 15.60 -29.86 +J16.45 
21.0 -19.20 +J28.5 -19.06 +J39.98 -12.66 +J32.73 -15.22 +J31.05 -14.60 +J31.59 
24.0 2.15 +J34.9 8.48 +J44.40 9.11 +J34.36 6.33 +J34.58 7.10 +J34.62 
27.0 23.20 +J26.9 33.68 +J31.20 27.87 +J22.63 25.98 +J24.34 26.57 +J23.93 
30.0 35.10 +j 7.5 46.18 +.j 5.21 36.13 +i 1.86 35.71 +j 4.18 35.91 +j  3.54 
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NONLINEAR THEORY OF RELATIVISTIC MICROWAVE ELECTRON DEVICES 

V.Chursin, E. Odarenko, A. Shmat'ko 
Dept. of Radiophysics, Kharkov State University, 

Svobody Sq., 4,310077, Kharkov, Ukraine 

1. Introduction 

The increase of output power is an important task of the theoretical and experimental 
research of resonant oscillators of millimeter and submillimeter waves (orotron, diffraction 
radiation generator, laddertron, ledatron, etc.). It is well known that the application of 
relativistic voltages for acceleration of electron beams in millimeter wave oscillators allows to 
obtain high levels of output power of radiation. Dynamic relativistic variation of the electron 
mass can considerably change the character of the electron-wave interaction process. This 
effect is essential if the magnetic guide field strength is limited or dc focusing field is 
nonuniform. In this case the transverse electron-wave interaction and to motion of electrons 
in the trnsverse direction should be taken into account, and for a theoretical description of the 
device a multi-dimensional model should be applied. 

2. Theoretical model 

We consider the following model of a resonant relativistic oscillator. A sheet electron 
beam is passing through the resonator (cavity or open one) near to the slow-wave structure 
surface. The electron beam is subjected to the dc longitudinal magnetic field applied in the v 
direction. The focusing field can be nonuniform in general case. The rf field is assumed to 
have fixed spatial structure and change slowly in the scale of the electron transit time through 
the resonator. This is justified if the oscillatory system has sufficiently large value of the 
quality factor. 

For a self-consistent description of the electron-wave interaction process, we start 
from the Maxwell-Lorentz equations, which can be written assuming the ordinary for 
resonant devices approximations in the following form [ 1 ]: 

2ff dCs 

dt 
+i(a> -asyc> 

dv _ 
dt~ 

H <E+v> 

2NSTCV  0 

J jJE;exp(Jcot)d(Gft)dV; (1) 

-pr(v£)j; (2) 

where Cs is the complex amplitude of rf oscillations of the s -th resonator mode. The 

components of the electric field strength vector E - (o,^,^) are given by: 

Ey=Csf(y)yy(z)exp[i(ßy-®t)\ 

Ez=iCsf(y)yz(z)™&{ßy-at)] 
The functions / and  wy,yt define the longitudinal (along the coordinate v) and 

transverse (along the coordinate z) spatial distribution of the s -th resonator mode field, 
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respectively; ^=eof|^| ^ isthe 

V 

modal norm; ms = co's +ia's I2QS is 

the fundamental complex frequency 
of the 5-th mode; Qs is the resonator 

quality factor; CD is the generation 

frequency; J is the convection 
current vector of the beam;  e,m0 are 

the electron charge and rest mass, 
respectively; v is the velocity vector 
of the electron; c is the light velocity; 

y = (1 - v2 lc2) ; B is the magnetic 

displacement vector; ß = co/vp; vp 

is the phase velocity of the slow wave. 
The equations set (1,2) is 

resolved numerically. Preliminary 
results are obtained for different 
values of magnetic displacement of 
uniform focusing field. 

»I 02 - 

ah 
Fig.l 

Discussion 

The efficiency dependences upon the parameter  O = (l-v0/vp)at/v0  for the 

different values of y0 ( y0 =?jv=v ) and normalized cyclotron frequency  coc tm=eBlma> 
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are shown in Figs. 1,2 and 3. Solid curves correspond to a drooping regime of the oscillations 
excitation and dotted curves correspond to a hard regime. All graphs are plotted for the fixed 
value of the beam current. 

Dependences /;(<&) for the value coc la = 0.4 are shown in Fig. 1. Electron trajectories 
can be assumed linear in this case. A relativistic factor increase results in the generation zone 
narrowing and efficiency enhancement. These results correspond to the one-dimensional 
theory of relativistic resonant oscillator. Hence, the longitudinal electron-wave interaction is 
the basic energy exchange mechanism between electrons and rf field in the case of 
(oc la =0.4. The cyclotron frequency decrease results in the narrowing of the hard excitation 
regime domain and efficiency reducing for all the values of relativistic factor (Fig.2, 3). Note 
thathereö)e/ß>=0.15 (Fig.2) and a>c/a)=0.\ (Fig.3). 

It should also be noted that the maximum efficiency value almost does not depend 
upon the parameter y0 at a>c l& =0.1 (Fig.3). Furthermore the electron hysteresis (especially 
nonlinear phenomenon) is absent in this case. The additional calculations showed that the 
focusing field displacement decrease results in the particles settling onto the slow-wave 
structure surface. The electrons which interact with the most intensive rf field are settling 
first. Therefore the settling of the electrons results in the change of relation between the 
electrons, which interact with damping, and the accelerating rf electric field of the slow wave. 
Conditions of the electron-wave interaction may be changed significantly in this case ■ 
and efficiency changes as well. If the electrons interacting with the damping rf field are 
settling onto the grating, the efficiency decreases. On the other hand, the settling of the 
accelerated electrons may be a reason of the efficiency enhancement [ 2 ]. 

In the considered situation (uniform focusing field), the electron settling results in the 
efficiency decrease. To obtain the efficiency enhancement one should use a nonuniform de 
magnetic field [2]. 

3. Conclusions 

The efficiency of the relativistic resonant O-type oscillator depends upon the focusing 
field displacement value. 

The settling onto the slow-wave structure surface results in the efficiency decrease. 
Moreover efficiency reduction is more significant in the relativistic case in comparison with 
nonrelativistic case. 
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MAGNETIC FIELD DISTRIBUTION FOR SUPERCONDUCTORS 
WITH ROTATIONAL SYMMETRY 

V. Ivaska, V. Jonkus, and V. Palenskis 
Vilnius University, Department of Radiophysics, Sauletekio al 9, 2040 Vilnius, Lithuania 

Abstract. Some studies on the magnetic flux trapped in a hollow superconductor and 
an applicability of the hollow superconductor for the magnetic shielding are reported. 

Superconducting sample with a hole has some different properties than the continuous 
one. Consider the loop of metallic wire is initially placed in a static magnetic field such that flax 
threads the hole. After the system reaches the steady state, the field is suddenly turned off. 
Consequently, as required by Lenz's law, a current will be induced in the wire to resist the 
change of the flux. From elementary circuit theory, we know that the current will decay in the 
exponential fashion with the time constant v=L/R. In case of superconducting wire R=0 and 
r-»oo; this means, that a persistent current will flow in the superconducting loop and the 
magnetic field it produces will never be observed to decay as long as the loop remains in 
superconducting state. Because of this property superconductor with a hole may act as steady 
magnet or can be applied for magnetic field shielding. 

In [1-5], the investigated samples were made of type-II high-Tc materials and had a 
shape of a hollow cylinder. In some papers the critical currents were investigated, evaluating 
them from the magnetic field strength measurements [1, 2], and an applicability of the 
superconducting hollow cylinder for the magnetic field shielding [3-5]. The case with a hollow 
superconductor forces to use an approximate formula or numerical modelling. In a hollow 
superconductor (in other word multiply connected) it is observed magnetic flux trapping 
phenomenon. Moreover, this magnetic flux is quantized. 

In this paper we present the numerical solution method. This method is suitable for 
evaluation of magnetic field and surface current distributions. We only assume that 
superconductor is an ideal diamagnetic and has the rotational symmetry. The external field (if it 
was switched on) is parallel to rotation axis and assumed to be static. Since the problem 
assumed to be static, the final field distribution depends on the way the superconductor was 
cooled down. Therefore the solution takes into account the trapped magnetic flux. Modelling 
results are given for two cases: a superconducting torus and superconducting hollow cylinder. 

Due to rotational symmetry the sheet current and the vector potential have only one 

component (in cylindrical coordinates {p, z, <p}):   } = je9,   k = Aq)Q<p. 

A corresponding vector potential can be expressed by 

pAv{P) = \j{P')G{P,P')&S' ■ (1) 
r 

where integration region r is the superconductor surface in p-z plane; kernel G(P,P') is the 
Green's function; F and P is the set of source {p\ z'} and field {p, z) coordinates, 
respectively; j(P') is unknown sheet current density. Kernel G(PJ") can be calculated 
analytically [6]. The boundary condition is the continuity of the normal component of the 
magnetic induction. If one finds such coordinates {u,v,cp}, where w=const defines the shape of 
the sample, while v and (p run over its surface boundary condition may be expressed as [6] 
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d(pAy+B0p
2/2) 

dv 
= 0 

«=«o 
(2) 

This condition can be reduced to: 

H+5o 
-2N <p« = f(u]        =const = ^-   , (3) 

a = w0 |M = M0 2ff 

here quantity <Z>o is the flux, which threads the hole of the sample. If the sample has no hole 

then always (2^=0. Now, we can write the integral equation fory'(P'): 

jj(P')dS' = I 
,PeT (4) 

Besides j(P), in this integral equation the quantities B0, <ft> and / are involved. Two of 
them considered to be known. The next one and the j(F) can be found as a solution. Which of 
three quantities (B0, <2>o, I) are considered to be known, it depends on the way by which the 
superconductor is cooled down. For 
solution of this problem we approximated 
the integral equation by linear equation set 

[7]. 

a) b) 
Fig. 1. Superconducting torus (<$)=0, B0=l); 

(a) magnetic field profile in the central plane (z=0); 
(b) magnetic field lines. 

BJJBQ 
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pIR 
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Magnetic field distribution 

Superconducting torus. 
1) Let us suppose the torus was 

cooled down in the zero external magnetic 
field. When we apply the static magnetic 
field, then, the induced surface current 
prevents field penetration into the 
superconductor and keeps the flux within 

the hole zero. This property may be used 
for the magnetic field shielding. 

2) Suppose we placed the torus in 

the external magnetic field at a 
temperature higher than Ta. After this we 
lower the temperature and the 
becomes superconducting. If the external 
wasn't changed, it is no induced persistent 

current. 
3) Let us now examine slightly 

different case. The superconducting torus 
was cooled down in the presence of the 
static external magnetic field as in 
previous case. After this the external 
magnetic field is switched off. As required 
by Lenz's law, the magnetic field change 
induces the current. Because there is no Fig. 3. Superconducting torus (tfb=l, .80=0); 
loss in the superconductor, this current       (a) magnetic field profile in the central plane (z=0); 

(b) magnetic field lines. 

a) b) 
torus  FiS-2- Superconducting torus (7=0, BQ=1); 

(a) magnetic field profile in the central plane (z=0); 
(b) magnetic field lines. 
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cannot decay away and the flux is permanently trapped. In this case superconducting torus acts 

as steady magnet. ..      „.    ,   i. A „+;„„ 
Superconducting hollow cylinder. As we can see from Fig. 4, the superconducting 

hollow cylinder is more suitable for the external field screening than the torus. The magnetic 
flux density in the inner space of the hole is considerably lower than the external field. In order 
to increase screening properties of the cylinder we need to increase the height of the cylinder. 

Bz/Bo 
1.2 f 

0.8 

0.4 

-4 

a) b) a) b) 
Fig. 4. Superconducting hollow cylinder (ß0=l, <ArO); pjg 5, Superconducting hollow cylinder (50-l, 1-0); 

a) magnetic field profile in the central plane (z=0); ^ magnetic field profile in the central plane (z=0); 
b) magnetic field lines. (b) magnetic field lines. 

Summary 

In this paper a method for the magnetic field modelling in the superconductor with 
rotational symmetry is presented. It is supposed that superconductor is an ideal diamagnetic. 
This method takes into account magnetic flux trapping phenomenon, which takes place for 
hollow superconductor. As a solution it is possible to determine the circumferential current and 
the sheet current density. Therefore this method is suitable for the current evaluation from the 
field measurement, and for the field distribution investigation inside the hole of the sample. 

3. 
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Technique for Determination of RF-Magnetic Field Dependence 
of the HTS Surface Impedance by Microwave Resonators1 

K.P.Gaikovich1, A.N.Reznik2 

1 Radiophysical Research Institute, B.Pecherskaya st, 25/14, 603600, N.Novgorod, Russia. 
2 Institute for Physics ofMicrostructures of RAS, GSP-105, 603600, N.Novgorod, Russia. 

Introduction. The investigations of nonlinear electromagnetic properties of high- 
temperature superconductors (HTS) in the last years arouse active interest in connection with 
the prospects of HTS application in various microwave devices (resonators, filters, antennas 
etc.), with problems of quality control of these materials, with fundamental problems of 
physics of superconductors. Nonlinearity of HTS is usually characterized by the dependence 
of a surface impedance Zs on the amplitude of a variable magnetic field H on HTS surface, 
i.e. ZS(H). This dependence is determined by using microwave resonators of various designs 
[1-5]. The parameters to be measured are nonlinear broadening of the frequency response 
AfB and the resonant frequency shift A/0. The algebraic equations which relate A/#, A/Q to 
RS(H) = RQZS(H), XS(H) = lmZs(H) are in use. For all resonator types there is a strong 
inhomogeneity of a field H distribution on a HTS surface. In the present paper it is shown 
that HTS nonlinearity and fields inhomogeneity lead to essential errors in conventional tech- 
niques, and a new approach to the problem of diagnostics of nonlinear microwave properties 
of HTS is advanced. 

The integral equations. The techniques used for determination of ZS{H), are based 

on the following equation: 
A/ = A/o + (i/2)AfB = (1/8*00 \H2Zsd2r  , (1) 

S 

where W is the energy stored into the resonator, and the integration is made on a HTS sur- 
face. In the nonlinear resonator the nonuniform field structure leads to an inhomogeneous dis- 
tribution of Zs (H) on a HTS surface. In this case we obtain from (1) 

Af = (i/2)G<ZS> , (2) 

where G = (l/4nW) J H2d2r is the geometrical factor which is calculated for each particular 

resonator or is measured by calibration, 

<Zs>=\H2Zs{H)d2r IJH2d2r (3) 
s Is 

is the averaged surface impedance. Thus, the use of equation (2), as is done in [1-5], yields 
<ZS> rather than Zs, which largely reduces the value of the obtained results, since < Zs > 
depends not only on the properties of HTS material, but also on the resonator type and the ex- 
cited mode. 

We shall assume that the resonator contains one HTS film as a conducting wall whose 
dependence ZS(H) is the sought-for parameter. The H field structure on a HTS surface near 
the resonant frequency is determined by the eigen function of the appropriate mode <D(f): 

H(f) = Hm<SXf) , (4) 

1 This work was supported by RFBR under grant 96-02-16997 and by the Russian State Program on Physics of 
Condensed Matters under grant 96129. 
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where Hm is the maximum value of H (<& is normalized so that <I>max = 1). The field Hm 

of the nonlinear resonator for each value of the input power is calculated on the basis of the 
well-known techniques (for example, for a microstrip resonator see [6]). Passing in (3) from 
integration on the coordinate variable to integration on H with the account of (4) we obtain 

<ZS(H)>=  lK(Hm,H)Zs(H)dH , (5) 
0 

where K(Hm,H) is the kernel of the integral equation, which depends on the resonator type 

and the exited mode (J m K(Hm,H)dH = 1). We have obtained the expressions for 

K(Hm, H) for different resonator types: confocal, microstrip, cavity, dielectric. 
Using (5), we have calculated a relative excess Rs(H) over <RS(H)> for various 

types of resonators and for typical dependencies Rs (H), observable in experiments [1-5]. We 
have found out that the use of equation (2) gives an underestimated value of %(#): 1.3-1.7 
times less for cavity-, 2-3 times less for confocal-, and 4.5-7 times less for microstrip resona- 
tors. 

Method of solution of the inverse problem. The method we offer consists in meas- 
urement of < Zs > by a HTS resonator using formula (2) at several input powers. Then 
ZS(H) is defined by solution of equation (5). Equation (5) is the integral equation of Volterra 
of the 1-st kind, whose solution is an ill-posed inverse problem. In the given work the Tik- 
honov method [7] was applied for solution of (5). We shall rewrite the equation (5) in the op- 
erator form 

KR = Rm , (6) 

where Rm is the vector of experimental data, obtained with some tool error. In the Tikhonov 
method the approximate solution is sought for by minimization of the functional 

Ma(R)= KR-Rm]   +«WL   , (7) 

where ||/|,    is the norm of function / in space Li of square integrable functions, and 
"'2 

is the norm of function / in the space W\ of square integrable functions together with 

their derivatives. The problem of minimization of functional (7) after appropriate discretiza- 
tion was solved by the method of conjugate gradients [8]. Smoothing of the solution derived 
from (7) is adjusted by parameter a which, as is shown in [7], is connected with the inte- 
grated measure of an inaccuracy of experimental data and is sought as the root of the nonlin- 
ear algebraic equation 

p(a) = |£r-^fi2-52, (8) 

where Ra is the solution of (7). 
Parameter of an effective error 8 in (8) includes all errors of measurements and interpre- 

tations. Thus, in the used method smoothing of the solution is determined by an error 8. For 
high measurement accuracy, the error 8 reduces and, hence, there is less smoothing in the 
obtained solution, i.e., the details of ZS(H) can be reconstructed. 

Results of numerical modelling. The investigation of opportunities of retrieval is car- 
ried out on the basis of numerical simulation for typical RS(H) and limits of tool errors. We 

Kharkov, Ukraine, VHth International Conference on Mathematical Methods in Electromagnetic Theory 



MMET'98 Proceedings 257 

have used the expression for K(Hm, H) in (5) obtained for a rectangular cavity resonator and 
the power field dependence for Rs, which is met more often in practice. Modeling of the re- 
construction procedure was done in the following closed circuit. For the given initial function 
RS(H) the exact dependence < Rs(Hm) > was calculated from (5), for which a random error 
with the given rms 5Rm was added in discrete points m = 1,2... M, simulating the measure- 
ments errors. Thus obtained "data of measurements" were used for solution of the inverse 
problem, and the retrieved dependencies were compared with the initial one. For estimation of 
the efficiency of the Tikhonov method equation (5) was solved also by the method of direct 
inversion, i.e., by solving a numerical analogue of the integral equation (5), which after ap- 
propriate discretization becomes a linear system of algebraic equations. 

The results of numerical modeling are presented in Fig. 1,2. In Fig.l one can see an exam- 
ple of retrieval. In Fig.2 the normalized dependencies of an integral measure of inaccuracy 

bR = [H^ax I maX<y2R(H)dH]l/2 on a number of experimental points M are shown. It was 

obtained from the results of numerical simulation that the Tikhonov method provides qualita- 
tive reconstruction at 6Rm < O.OlmOhm, whereas the direct inversion - only at errors 
8Rm < 0.005mOhm, close to extreme values, achievable for the state-of-art measurement 
techniques. We emphasize the existence of optimum value M, at which the error of recon- 
struction is minimum (Fig.2), and this minimum for the Tikhonov method corresponds to a 
much smaller error than for the method of the direct inversion, and at smaller values of M. 

Conclusions. The method offered here is based on the theory of the solution of the in- 
verse problem for Z$(H), which allows to take into account the inhomogeneous structure of 
an electromagnetic field in resonators. 
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MODERN METHODS FOR CALCULATION OF MAGNETIC FIELD 
FORCE ACTING ON MAGNETICS 

M.V.Zagirnyak, Yu.A.Branspiz 

East Ukrainian State University 
Molodeznuy, 20-a, Lugansk, 348034, Ukraine 

Abstract 

It is shown, that formulae of the magnetic field action force on ferromagnetic body, 
corresponding to various models of magnetization of its substance, give the same result while 
calculating summary action force of the magnetic field on this body, coinciding with a real 

force. 

1. Problem Statement 

One of the modern description fundamentals of force action of direct magnetic field on 
ferromagnetic bodies is the use of volume density / of the magnetic field ponderomotive 
force for which the following main methods of its definitions are known energetic, equivalent 
magnetic charges, equivalent magnetic moments, equivalent currents of magnetization, 
Maxwell tensions [1-4]. This work deals with three calculation methods of magnetic field force 
acting on ferromagnetic, corresponding to three simulation methods of its magnetization: 
equivalent magnetic charges, equivalent magnetic moments (dipoles), equivalent currents of 
magnetization. Consideration of these three methods is explained by the fact, that both 
energetic and tensor methods of volume density determination of the magnetic field 
ponderomotive force, with rigorous approach, is based on certain formulae for space 
distribution of ponderomotive force of the magnetic field in magnetic [1,2], that is energetic 
and tensor methods are secondary with respect to the methods, which allow to determine 

directly volume density /. 
In the case of absence of electrical current in ferromagnetics, the given three methods 

enable one to obtain the following formulas for numerical calculation of specific (per unit of 
magnetic volume) ponderomotive force of magnetic field: 

fA=rot{fi)xB, (1) 

fp=-yi0H-divtyf), (2) 

fM,=»o(Mxgrf)H, (3) 

where fi0 - vacuum magnetic permeability; B, H - vectors corresponding to magnetic field 

induction and strength; M - magnetization vector. 
As it is known [1-4], these formulae do not describe real distribution of magnetic field 

ponderomotive force in the volume of magnetic. But they can be used for determination of sum 
action of magnetic field on ferromagnetic body. 
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2. Integral Equivalency of the Formulas of Volume Density of Magnetic Field 
Fonderomotive Force Acting on the Magnetic for Various Models of its Magnetization 

It is to be noted, that the formulas (1-3) are often used in general form when instead of 
the vectors and the vectors and , are considered which are induction and intensity of the 
magnetic field source, external in respect to the magnetic [2,4]. For this less general case it is 
known, that the considered methods of determination of value f are integrally equivalent, 
giving while calculating summary force, acting on solitary ferromagnetic body, the same result 

The given work shows that the considered methods of determination /, to say more 
exactly corresponding to them formulae (1-3), are integrally equivalent: the integrals 

\fA-dV ,\fP-dV ,\}m-dV (4) 
vt vB vB 

are equal to each other (here VB is thewhole volume of solitary magnetic body). 
For solving this task we used a special integral ratio: 

$cigrad)b +b divä]dV = jb-(nä)-dS, (5) 
v s_ 

valid for any continuous (in volume V) vectors 3 and * and reducting the integration over an 
arbitrary volume V to surface the integration over the surface S of the volume V [5]. 

As a result we obtain that: all integrals (4) in the process of integration yield the same 
surface integral. This proves, eventually, the integral equivalency of the formulas (1-3). 

3. Correspondence of the Considering Formulae to Real Distribution of Volume Density 
of Magnetic Field Ponderomotive Force in the Solitary Magnetic 

The next step of this work was the determination of the fact, that the formulae (1-3) at 
volume integration give the result, coinciding with integration of real distribution of volume 
density of the magnetic field ponderomotive force. 
It was taken into account, that all three models of magnetized magnetic material produce 
outside of it one and the same magnetic field, whose influence on external source is equal and 
anti-derected to action of the applied (external) magnetic field on the solitary magnetic. 
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The paper is devoted to the homogenization of the Neumann boundary value prob- 
lem for the stationary and nonstationary Ginzburg-Landau heat equations in a porous 
medium consisting of a melange of a superconductor Ü^ and a dielectric Q(s) with com- 
plicated microstructure. Let us consider, for example, the Ginzburg-Landau heat flow 

equation : 

= A« + (1 - M2)M 
dt 

in a porous medium. The so-called weakly connected domain fi(s) is taken as a model of 
the porous medium. The positive integer s characterizes the scale of the microstructure. 
The domain fi(s) consists of two non-intersecting subdomains fif' and Q|s) that are 
interconnected by a "thin" set i?(s). 

In the present paper we study the asymptotical behavior of the solutions u(s)(:r, t) of 
the Neumann boundary value problem for the Ginzburg-Landau heat flow equation in 
the weakly connected domains fi(s) as s -* oo. It is shown (see [14]) that the first term 
of the asymptotical expansion of the solution of the initial boundary value problem is 
described by the solution of the Neumann boundary value problem for a system of two 
parabolic partial differential equations in the domain Q (homogenized model) : 

M*)^ = th (a«{x)^r) + dl{x)Ul[1 - K,2]" 7(*)K"W2]; 

The coefficients of the homogenized equations are obtained by some local characteristics 
of the domain. 

The coupling term appears in the homogenized model because of the structure of 
the domain £2^ and it is not related to the nonlinearity. For example, the same term 
appears in the linear case (c.f. also [13]). We can regard this term as an interaction of two 
"phases" of the complex superconductor. In the particular case of the weakly connected 
domain, we can calculate all the coefficients of the homogenized system explicitly. 

The homogenization problem in weakly connected domains for the linear elliptic and 
parabolic problems was studied for the first time by E. Khruslov [6]. 

In the recent years, different boundary value problems related to the Ginzburg- 
Landau equation have been of great interest not only for physicists but also for math- 
ematicians (see, for instance, [1-4]).   The steady-state Ginzburg-Landau equation is 
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the fundamental model in the theory of superconductivity.   On the other hand, the 
Ginzburg-Landau model characterizes the superconductor near a critical temperature 
T • 

T -T V«1- (1) 
Within the framework of this theory it is naturally to consider a composite supercon- 

ductor 0, that is a melange of a superconducting material ti^ = Ü\Q^ and a dielectric 
Q^ (impure superconductor). Since the current does not penetrate the dielectric, the 
Neumann boundary condition is true at the dielectric boundary dQ^$\ In fact, in the 
absence of the magnetic field we can use such a boundary condition if the temperature 
of a superconductor satisfies the following inequality: 

s«Kf- 
Here a is an interatomic distance and £0 is a coherence length (see, for example [5]). 

Thus, our approach works nicely under conditions (1), (2). It is well known that the 
magnitude of the critical temperature is much smaller than in a pure one. However, in a 
number of practically important cases we can assume that our conditions are physically 
reasonable. From the physical point of view these conditions imply the limits of possible 
applications of our model in the theory of superconductivity. Note that the emphasis in 
the paper is placed on the asymptotical properties of the abstract mathematical model of 
such impure superconductors. The dielectric Q(s) is usually a strongly "fine-dispersioned" 
set. The notion of weakly connected domains appears here as a result of analysis and 
generalization of the notion of weak connection that is widely used in the superconducting 
theory. The homogenization results for the steady-state Ginzburg-Landau equation in 
weakly connected domains and in domains with "traps" were obtained in [8]. 

The homogenization of non-linear non-stationary equations in the weakly connected 
domains are also of a great interest. The corresponding results for the scalar nonlin- 
ear elliptic and parabolic second-order partial differential equations were proved by the 
author [11, 12] and also by A. Kovalevsky (see, for example, [9]). 
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NUMERICAL THEORY OF EXCITATION OF AXISYMMETRIC OPEN- 
ENDED FINITE LENGTH SLOW WAVE STRUCTURE ON THE BASIS OF 

THE BOUNDARY SINGULAR INTEGRAL EQUATION METHOD 

V.A. Shcherbina, G.I. Zaginaylov, SA Zhuchenko 

Kharkov State University, Svobody sq. 4, Kharkov, 310077, Ukraine 

Open-ended axisymmetric slow wave structures (SWS) are commonly used as 
interaction chambers in high-power microwave (HPM) sources. According to [1], finite length 
effects and nonuniformity of SWS can be exploited to achieve enhanced output power and 
frequency tunability. However, they cannot be analyzed with a proper accuracy by 
conventional theoretical methods [2], and using special simulation codes based on direct 
numerical analysis appears to be the most preferable approach [3]. In turn, the former solar 
are associated with a great amount of computations that, occasionally, results in a too high 
level of numerical noise capable to ruin the accuracy of simulation. Therefore a sophistication 
or development of alternative methods of study is still very actual. 

Below we present a new approach, which appears to combine positive features of both 
analytical and direct numerical approaches, i.e. it will enable us to consider the same 
complicated 2D or 3D configurations of electromagnetic structures as those by using special 
codes, but with considerably lower computational expenses. 

Consider an axisymmetric open-ended SWS (see Fig.l) typical for high-power backward 
wave oscillators (BWO), traveling wave tubes (TWT) and some other HPM sources. Here for 
simplicity we use the simplest model of the electron beam: thin, annular magnetized, 

modulated current of given amplitude: I =(o&I,(r,z,t% />,z,0 = 

/og(r)exp(/fe/ß-7©0>where * = ö>^,ß = F/c,0)is the modulation frequency, Vis the 
beam velocity. The walls of SWS are assumed to be perfectly conducting. The problem of 
SWS excitation can be formulated in the mathematically rigorous manner as the boundary- 

value problem: 

(A+*2)£ = ~7,   f^\s CD 

where S is the surface of SWS, H = (l/ik)WxE, the time factor is omitted.^ 

Representing the solution of (1) in the form: E = El+E0, where E0 is some partial 

solution of (1) in the space 9t3, we come to the problem: 
(A + k% = 0,reX3\S (2) 

EU\S=-E0X\S ^ (3) 

We look for the general solution of (2) in the form E\ = VxA where A is the 
superposition of the double and single layer potentials with unknown densities [4] 

m\ *\       mr-r\ _"T   ' 
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Both the first and the second terms in (4) satisfy the radiation condition at infinity and 
have the jumps across S that can be expressed in terms of the densities ](r') and 7(f'), 
respectively. Taking into account that EH must be continuous across S, we can state a simple 

algebraic relation between ](r') and 7(r') that cancels the jump in Elx, and furthermore 
using (3) we obtain a boundary singular integral equation. After integration over the azimuthal 
angle it becomes one-dimensional: 

L 

Jöfc*MCk = /(*), *e(<U), (5) 
0 

v J        l{^z,p,r,q) x ' 
0 

«M = X',.*)U«>» /W = -^(^4=^)'^ is the radial profile of SWS. 

The kernel of (5) contains strongly singular terms <x (^ - z) , integration of which must 
be understood in Adamard's sense. Numerical analysis of (5) has been fulfilled by two ways. 
One of them is associated with the interpolation quadrature formulae listed in [5], another is 
based on the original quadrature formulas. The difference between the obtained results is 
becoming negligible at a sufficiently large number of quadrature terms. In both cases after 
discretization we obtain the set of linear algebraic equations with dominant diagonal terms 
expressed through well-tabulated analytical functions (full elliptic integrals) that enables us to 
construct the computationally efficient algorithms. Results of numerical modeling for ß = 0.8 
are shown in Figs. 2-4. The main attention was paid to the study of SWS electromagnetic 
behavior within the passband of the lowest order symmetric transverse magnetic mode (7M01). 

The total radiation power as a function of frequency (Fig. 2) has several sharp maxima 
associated with different axial IM01 mode forming due to the end reflections. As it is well 

known, finite-length SWS with N periods has N +1 different axial modes. In Fig. 2 we can 
clearly recognize only six of them, possibly because near the upper and lower passband ends 
they are located very closely, fusing together. The highest of them (/ = © / 2% = 8.966 GHz) 
corresponds to the 7c-type oscillations and exceeds the others more then ten-fold. It is 
interesting to point out that in this regime the real part of the surface potential density 
distribution w(z) is approximately equal to image one taken with the opposite sign (see Fig. 3 
a,b), and both are almost symmetrical with respect to z = L/2. Radiation pattern in the far 
zone has only one maximum in both forward and backward directions within the 7M01-mode 

passband that agrees with the radiation features for an open-ended single-mode waveguide [7]. 
Approaching to the lower end of the passband, the maximum of radiation pattern shifts away 
from SWS axis (Fig. 4, a,b) up to normal direction at the cutoff frequency (Fig. 4,c). Beyond 
the 7M01-mode passband the level of radiation is much lower then within it, while the radiation 

pattern drastically changes becoming similar to that for a solid conducting body (see Fig. 4,d). 
Thus, application of new approach enables us to reduce the problem of excitation of a 

realistic electromagnetic structure to a one-dimensional singular integral equation, for which 
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computationally efficient numerical codes have been developed. Obtained results are in good 
qualitative agreement with experimental ones [6]. Some difference from the measured 
resonance frequencies seems to be caused by certain differences of considered SWS from 
experimental ones and neglecting the ohmic losses. 

perfect conductor 

JVVWWVV- 
0 *h                                                             L * 

R(z)= 

R0-h, 0£z<d; 

R0-cos(2jrz/d), 
d < z < 9.5d; 
R0 + h, 9.5d < z £ L 

R0 = 1.4cm,Rb = 0.8cm, 

d = 1.67cm,h = 0.4cm 

Fig. 1 
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HAMILTONIAN APPROACH TO THE PROBLEM OF WAVE 
COLLAPSE 

Valeriy V. Gushchin 

Department of Physics and Technology, Kharkov State University, 
Svobody sq. 4, Kharkov, 310077, Ukraine 

Formation of singularities in the wave system within a finite time, or, in the other words, 
a wave collapse is one of the basic phenomena in nonlinear physics. The collapse plays an 
essential role in various fields of physics. For example, great interest has focused on collapse 
with application to beam-plasma and laser-plasma experiments, ionospheric modulation, the 
Earth's foreshock, nonlinear optics, solar wind, etc. [1-3]. 

Intense, localized, high-frequency waves can modify the medium in which they propagate 
via excitation of low frequency disturbances by their ponderomotive forces, for example. A 
common feature is that the collapse involves interaction between high- and low-frequency 
waves coupled by nonlinear interactions that cause the refractive index of high-frequency 
waves to increase with increasing the wave intensity. The resulting tendency to focus into 
regions already of high intensity can then lead to collapse. 

The Langmuir waves collapse has been studied most intensively. The mam results are 
obtained in the framework of Zakharov's equations [1]. However, these equations do not take 
in to account various nonlinear effects of higher order: electron nonlinearity, variations m the 
wave dispersion law, hydrodynamic ion nonlinearities, etc. Their significance increases with the 
caverna compression and according to the estimates, all nonlinearities are to be taken mto 
account simultaneously. 

A generalization of Zakharov's equations by taking into account additional nonlinearities 
turns out to be the best if the Hamiltonian formalism (HF) is used. It is necessary to underline 
that commonly used HF needs an implementation of general variants of canonical transforms 
[6]. Only after this it enables one to obtain the "improved" dynamic equations, which have the 
following form: 

dak   . SHint  dbk _    8H
int    ff   _H +H  .        (l\ 

dt Sak     dt obk 

Here ak »a(*,0;«l»*(M);®.^(*);fl.Bfl(*) m the ^P1** amPBtudes» 
dispersion functions of the high- and low-frequency waves respectively, and H int is the 

reduced interaction hamiltonian (see the details in the papers [7,8]). 
Equations (1), written in the momentum (£,fi>) representation, can be written in the 

coordinate (f,t) representation by using the inverse Fourier transform. They are significantly 

more complicated but in the limiting cases can be expressed in terms of the well-known 
equations studied in [1-3]. 

In the framework of equations (1), it is possible to obtain the mcrement of the 
modulation instability of nonlinear Langmuir wave cluster localized in a cavity. The single 
isolated cavern can be divided to the parts changing the general scenario for the Langmuir 

collapse. 
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Introducing a positively defined value: 

rs jdfrp'dk ldk\ 

one can write the Talanov theorem [1-3] in the k representation with an account of higher 
nonlinearities, which forbid the existence of well-known automodel solutions. 

By using HF for the analysis of stationary solutions, one can prove that the hamiltonian is 
limited from below for the fixed plasmon number. This fact enables us to conclude about a 
possibility of existence of stable solutions. 

The presented results prove a significant impact of higher nonlinearities on the collapse 
dynamics. But a deeper understanding of the problem requires further investigations. 
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A METHOD FOR DERIVATION OF ELECTRIC FIELDS IN THE 
LOWER IONOSPHERE FROM MEASUREMENTS WITH A PARTIAL 

REFLECTION FACILITY 

Gokov A.M., Martynenko S.I., Rozumenko V.T., Tsymbal A.M., and Tyrnov O.F. 

Department of Space Radio Physics, Kharkiv State University, 4 Svobody Square, 
Kharkiv 310077, Ukraine; e-mail: 01eg.F.Tyrnov@univer.kharkov.ua 

Abstract 

The distribution of variations in the effective electron collision frequency was 
obtained at the 60 - 66 km altitude range in the lower ionosphere (experimental 
errors within this altitude range were less than 50%). A technique for estimating the 
variations in atmospheric electric fields at the lower boundary of the ionosphere was 
developed using the experimental values of the effective electron coUision frequency. 
From our measurements follows that the electric field E > 0.25V ■ m~l in approxi- 
mately 70% cases under quiet ionospheric and atmospheric conditions. These facts 
must be taken into account in the investigations of ionospheric processes, meteoro- 
logical and propagation effects. 

It is well known that electric fields can produce large disturbances in ionospheric 
parameters of the lower ionosphere. Our experimental results indicate that a possible 
cause of the appearance of big enough variations in the electron collision frequency is the 
effect of external electric fields of atmospheric origin. This provides an opportunity to 
measure electric fields in the lower ionosphere using remote sensing instruments employing 
radio-wave techniques. 

The measurements were made with the Kharkiv State University partial reflection 
facility during 1978 through 1997 at frequencies of / = 1.8 - 3.0 MHz using a 25-micros 
pulse length. 

The data on the effective electron collision frequency, v, are collected at altitudes of 
60, 63, and 66 km. The transcendental equation in v 

A\     [(" - "L)
2
 + V>Y ' (u, + u>L)*K* (^) + v*K\ (*±^) 

is being solved where ÄL is the intensity of the extraordinary mode of partially reflected 
signals averaged over an 8 to 10 min interval, and A\ is the intensity of the ordinary 
mode of partially reflected signals averaged over the same interval, U>L = 27T/L, fa is the 
component of the electron gyrofrequency along the ambient magnetic field direction; in 
middle latitude experiments, the value of fi is assumed to be equal 1.35 MHz, Ks and 
Ka are the kinetic coefficients which describe the kinetic effects in the permittivity e 
and conductivity a of the lower ionosphere. The dependences Ke(x) and Ka{x) can be 
approximated with an error of an order of a few per cent by the relations 

Ks{x) = 1 + r-^H;    fl! = 0.155,    h = 0.075,    0.05 < x < oo 

#,(*) = 0.89+r-^-r;    a2 = 0.027,    b2 = 0.052,    0 < x < 3.5; 
b2 + x*} 
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K„(x) = l;    3.5<x<oo. 

where x = (u> - uL)/v for the extraordinary mode, and x - (u + uL)jv for the ordinary 
mode. Partial reflection random measurement errors in v(z) do not exceed the magnitude 
of the order of 30 - 50% in the altitude range indicated above. 

The processing of partial reflection signals have allowed us to establish a database that 
presently contains data on the electron collision frequency at 60, 63 and 66 km over more 

than 170 events. 
If we take into account the fact that fluctuations in the number density of neutral 

particles and in their temperature in the ionospheric D region generally are not more 
than 10 - 20% (in reality their most probable magnitudes are significantly smaller), then 
the sharp maximum in the vjvm distribution should be expected within a (1 ± 0.2)vjvm 

value interval (here vm is the model value of nue at the same altitude from which partial 
reflection signals are received; um(60km) = 3.75'107sec~\ i/m(63fcm) = 2.55-107sec-\ and 
i/m(%km) = 1.68 ■ Wsec'1). However, taking into account random measurement errors 
of 70%, the values of i//vm exceed the above-mentioned threshold for the conditions of 
our experiment. From our standpoint, a single reasonable explanation of this fact could 
be the hypothesis that Te > Tn (where Te is the electron temperature, and Tn is the 
temperature of neutral particles) in 70% of cases in the lower part of the D region. 

The most probable cause of existence of increased values of Te can be strong atmo- 
spheric electric fields. Supposing this is true, electric field values could be estimated from 
vjvm measurements. It is natural to suppose that the cases of v = vm correspond to the 
absence of electric fields. 

In order to obtain the dependence of E upon v, let us use the well-known set of 
balance equations in the electron number density N, the electron temperature Te, and 
the number density of positive ions JV+ in a plane D-region weakly ionized plasma, and 
take into account the condition of quasi-neutrality 

^ = qz + udXN - vaN - arN\l + A) + £ {(A + A)^} 

dN+     ft - arN
2(l + A) - aeiV2A(l + A) + ^ |(A + Da)^- 

dt 

(2) 

(3) 

N+ = N + N~, (5) 

where t is time, ft is the total production rate per unit volume of positive ions resulting 
from the ionization of neutral atmospheric constituents, Vi is the effective rate at which 
the negative ions are destroyed by electron detachment, A = N~/N is the negative ion to 
electron number density ratio, N~ is the negative ion density, va is the effective rate at 
which the negative ions are formed by the attachment of electrons to neutral constituents, 
aT is the effective ion-electron recombination coefficient for positive ions, Dt is the coef- 
ficient of eddy diffusion, Da is the coefficient of ambipolar diffusion, z is the altitude, a,- 
is the effective ion-ion recombination coefficient, k is Boltzmann's constant, Qe/N is the 
average energy acquired by the electron from an external source of heating (for example, 
from external electric field), 8 is the fractional loss of energy per electron collision, Tn is 
the neutral constituency temperature. In the ionospheric D region, the disturbances in 
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the ion temperature are neglected because they are M/m times less than the disturbances 
in Te (M is the average ion mass, m is the electron rest mass). For a low-frequency dis- 
turbing electric field E (that is when the inequalities w\ <C u\ <C v2 hold, where u)\ is the 
frequency of the disturbing field), the kinetic coefficient Ka(\u\ ± wi\jv) ~ Ka(0) ~ 1.4, 
and a ~ lAe^Njmv where e is the electron charge. The multiple time-scaling analysis 
helps considerably simplify the initial set of equations (2)-(5) by introducing the following 
time scales: 

*1 = *Te = (H~\      *2 = t'N = (l/j + I/»)"1,      t3 = «AT = {4ft (<*r + Aa,-)/(l + ^)}"1/2, 

where iye is an electron temperature relaxation time, t'N is the evolution time of the 
disturbances in N caused by activating attachment processes, tjy is the evolution time of 
disturbances in iV due to changes in the ionization-recombination balance. Note that in 
the lower ionosphere t?t <C t'N <C t^. 

For 0 < t < tf , one can easily derive the following simplified energy balance equation: 

where: 9 = Te/Teo, v = vj5'6, 9(0) = 1, E(t < 0) = 0. This equation is no longer 
dependent on N and N+. As a result, in a quasi-steady case, we readily obtain the 
following relation between E and v. 

E2 = 1.67 • 10~lsTeov
2 

v (6) 

were E is measured in V ■ m-1, Te in K, and i/ in sec"1. The subscript "o" stands for 
parameters of the ionosphere at E = 0. When deducing (6), transport processes were 
neglected for L > 10 m ( L is a characteristic size of the disturbed region) at the heights 
z ~ 60 - 70 km. Using (6), one may determine the atmospheric electric field on the lower 
ionospheric boundary from the experimental values of v. If we set Tn — Teo, then the well 
known relation 

v0 = 5.8 • 10~nNnT%6, (7) 

were Nn is the neutral particle number density at a particular altitude (in cm-3) allows 
to determine the undisturbed values of v. Usually, we assume v0 = um, although it is 
possible to determine v0 from partial reflection data. The results obtained with relations 
(1), (6), (7) and our partial reflection data show that on the ionospheric boundary there 
are electric fields of E > 0.25V ■ m~l in about 70% of cases. The analysis of relations (6) 
and (7) shows that relative random measurement errors in electric field intensity E are 
due to relative random measurement errors in u, and in our experiments do not exceed 
30-50 %. 

The results obtained significantly improve understanding of complicated physics of 
the disturbed ionospheric D region. The presence of significant electric fields at the lower 
edge of the ionosphere (when partially reflected signals occur) indicate that an additional 
source of electron heating should be taken into account while investigating a disturbed 
ionosphere and radio wave propagation conditions. The technique described here permits 
the real-time derivation of changes in the electric field intensity at the lower edge of the 
ionosphere from partial reflection measurements. 

The authors have been supported by Science and Technology Center in Ukraine Grant 
No. 471. 

Kharkov, Ukraine, Vllth International Conference on Mathematical Methods in Electromagnetic Theory 



274 MMET'98 Proceedings 

ABOUT POSSIBLE HARBINGERS OF EARTHQUAKES IN CHARACTERISTICS 
OF VLF SIGNALS OF ELECTROMAGNETIC BACKGROUND 

N. A. Kazakova, A. G. Kolesnik, B. M. Shinkevich 

Siberian Institute of Physics and Technology 
Novo-Sobomaya Sq., 1, Tomsk 643050, Russia 

tel: +7-(3822)-412797, fax: +7-(3822)-233034, e-mail: natalia@elefot.tsu.tomsk.su 

The problem of searching for forerunners of earthquakes of different intensities numbers 
tens of years but nowadays is still one of the hot unresolved problems. Recently it has been 
shown that the processes of preparing the earthquakes that take place in the Earth lithosphere 
manifest themselves not only on its surface, but in the variations of parameters of the 
ionosphere plasma as well. This manifestation is ambiguous and, as a rule, is at the level of 
noise of ionospheric plasma, that does not enable one to use only these effects as practical 
earthquake forerunners. 

It was established by numerous studies in different seismoactive regions of Earth that 
anomalous changes of intensities of natural electromagnetic radiations (EMR) in the wide 
range of frequencies preceded a significant number of strong earthquakes. These anomalous 
changes of intensities of natural radiations are formed, in general, by ionospheric plasma. For 
the first time such anomalous changes of natural electromagnetic fields before the earthquakes 
were registered in 1973. They are represented mainly by an increase or reduction of intensity of 
a natural pulsing electromagnetic signal, in comparison with the background, for several or 
more hours before the strong underground hits. When generalizing these results, it is necessary 
to point out to certain general regularities of observed anomalies of the ionosphere parameters 
connected to the seismic events, in spatial and time scales. In the spatial scale it is: 

- "effect of crater": spatial scale of the earthquakes preparation process decreases when 
approaching to the source; 

- latitude-longitude asymmetry: vertical spatial scales of F2 layer along the parallels are 
considerably greater than the spatial scales along the meridians. 

Besides, two characteristic time scales of manifestation of the earthquake preparation 
processes are observed in the ionospere: l)several hours, and 2)several days before the 
earthquake. 

Based on [1-4], it is possible to note the principal anomalous characteristics of 
earthquake harbingers (in the range of heights of 90 to 2500 km) according to the results of 
various observations: by the methods of ground-based, satellite and vertical sounding, VLF- 
radiographing the wavetide in the Earth ionosphere, reception of ULF radiations, etc., in a 
wide range of frequencies: 

- change of electronic concentration at all the ionopsheric levels and height h that causes 
characteristic variations of N (h)-structures; 

- increasement of fluctuations of critical frequencies in ionosphere; 
- increasement of variations with t> 2 h in the critical frequency f 0 of the F2 layer, 
- pulse and noise radio radiation in the range of frequencies of 10Hz to 10kHz and more; 
- generation of alternating EM fields in the range of frequencies of 1kHz to 10kHz; 
- formation of inhomogeneities of various scales in the whole ionosphere. 
The listed harbingers are characteristic for the earthquakes with magnitude M > 4 and 

manifest themselves during several days to hours (tens of minutes) on vast territories at 
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hundreds and thousands of kilometers. The authors would like to mark that the physical 
mechanisms connecting the disturbance in ionoshere with the earthquake preparation processes 
involve both electromagnetics and acoustics, as revealed by research. 

A qualitatively new information for the forecast of earthquakes is possible to be obtained 
by sounding the whole space of ionosphere disturbed by forerunners, i.e. by realizing a 
monitoring of space-time parameters of the ionosphere in a wide range of heights and vast 
areas, that is by using ionosphere as a detector of the events accompanying the earthquake 
preparation process. 

In this work, the regular measurements of parameters of VLF-signals along the routes of 
different orientation and extention, passing near seismoactive regions, and the data of vertical 
sounding of ionosphere are analyzed. These data were obtained by a receiving-measuring 
complex of electromagnetic background of environment in different radiobands including the 
frequencies from 0.01 Hz to 30 MHz. Joint analysis of data has shown that in the time period 
from 15 minites to 4 hours before the earthquakes, an increase of amplitude of VLF-signals 
and a growth of self-wave structure of F2 layer can be fixed. In Fig.l, the amplitude value of 
VLF-signal at the frequency of 12.9 kHz along the line Tomsk-Japan on June 9, 1997 are 
presented. During this period, manifestations of 2 strong earthquakes occured: l)at 07.19.48 
UT in Xizang, M=4.5, and 2)at 09.36.08 UT in Hokkaido, Japan, with M > 5. Before the 
earthquake, an increasement in the signal amplitude was observed. These earthquakes occured 
at the magnetoquiet time. It points out to the absence of both planetary sources of 
electromagnetic radiation and hence the conditions perturbing the propagation of 
electromagnetic waves, and local anomalies of EMR due to the seismoactive phenomena of 
earthquake preparation. 

1568.879 

flflOHMfl 

2JL5.009 

Fig.l Diurnal variations of amplitude receiving the signal frequency 12.9 kHz  of route 
Tomsk - Susima for 09.06.97 y., arrows show time-start the earthquake 

In Fig. 2, an increase the signal amplitude is observed at the frequency 12.9 kHz on the line 
Tomsk-Japan on November 28, 3 hours before the second earthquake at 06.10.48 UT in the 
Sea of Okhotsk, with M> 5.1. 

This earthquake occured at the background of a strong magnetic storm, i.e. before the 
earhquake a burst of X-ray class was recorded. Thus, the manifestations of seismic events 
before earthquakes, in amplitudes of VLF-signals, are observed both in magnetically disturbed 
periods and in magnetically quiet time, see Fig. 3. 
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Fig.2 Diurnal variations of amplitude receiving the signal frequency 12.P kHz of 
route Tomsk - Susima for 28.11.P7 y. 
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Fig. 3 Diurnal variations of module magnetic feld on a) for 0P.06.P7 y. and 
onb)for28.11.P7y 

From the additional spectral analysis of fluctuations of critical frequencies of F2-layer it was 
found out that on the previous day before a group of strong earthquakes with M> 4.5, located 
approximately in one region, the increase of separate spectral peaks (periods 4.8; 1.846; 1.2 
and 0.522h.) occured. This fact can be used as an additional information in determination of 
electromagnetic forerunners of earthquakes. 
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MULTI-SIGNAL STUDYING OF SEISMO-IONOSPHERIC INTER- 
CONNECTIONS USING VLF OMNIPAL RECEIVER 
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ELF-VLF measurements aimed for the seismo-ionospheric effects studying had been 
started at the University of Electro-Communications in Chofu, Tokyo from the beginning of 
1997. The testing of this field site, placed in a such industrial region as Tokyo is, showed a 
good quality of measurement with a wide spectrum of electromagnetic phenomena in the ELF- 

VLF ranges (Schumann 
resonance, Trimpi effect 
etc.) Electronic data bank 
was stored with high time 
resolution (0.1 s) consisting 
of diurnal runs of narrow- 
band signals received from 
Omega, Tsushima (till its 
stopping); China; NPM, 

Hawaii;   NWC,   Australia 
120      140      160      180      200      220 irrr      ...      , • j.   ..   , 
Day of 1907 VLF stations using digital 

Fig. 1. Wavelet transform amplitude of terminator minimum time varia- receiver OmniPAL. 
tions of Omega Tsushima signal along with earthquake activity within the jjjjg -work is a further 
third Fresnel zone of the corresponded propagation path. extension of the study by 

Hayakawa et al. [1996] in which the terminator minimum time method for the searching of 
earthquake precursors was proposed. The authors found abnormal shift of the terminator 

minimum time in diurnal dependencies of the Omega (Tsu- 
shima) VLF station just few days before the Kobe earth- 
quake (M = 7.2 January 17, 1995) and repeated up to the 
day of the earthquake. 

In the present work we apply a new processing tech- 
nique based on wavelet analysis to clarify the hypothesis 
about interconnection between an intensification of planetary 
waves and seismic activity supposed in the original paper by 
Hayakawa et al. [1996]. An amplitude of a Morlet wavelet 
transform calculated for a day-to-day dependence of the eve- 
ning terminator minimum times in diurnal runs of the Omega 
signal received at Chofu, Tokyo is presented in Fig. 1. The 
contour map of the wavelet amplitude is combined with a 
time-date map of the earthquakes occurred along the propa- 
gation path during the semi-annual observational period. A 
geographical distribution of corresponding earthquakes are 

40        60 80       100 

Fig. 2. Earthquakes distribution in 
the vicinity of the Omega, Tsushima 
- Chofu, Tokyo propagation path. 

' Invited scientist at EORC NASDA of Japan during preparation of this work. 
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amplitude is combined with a time-date map of the earthquakes occurred along the propagation 
path during the semi-annual observational period. A geographical distribution of corresponding 
earthquakes are shown in Fig.2. with the strongest cases (M>5) marked by numbers in both 
graphs. The contour lines shown begin from 1/3 of the dynamic range of the wavelet transform 
amplitude. An intensification of some frequency components in this graph can be referred to the 
periods in March and July with an enhancement of seismic activity included the most strong 
earthquakes (M ~ 5.1-5.9, cases 1-4). It is clearly seen two wide maxima corresponded to perio- 
dicity of about 10 days. In the third case the ~10-day oscillations in the lower ionosphere pa- 
rameters ascribed to the evening terminator time are accompanied in part by ~5-day and ~2-day 
harmonics. We can also see not so prominent maximum of about 8 days period preceding to the 
last earthquake (case 4) with M = 5.1. A comparison between different station signals show, that 
the effect of increasing of the 10-day oscillations corresponded to seismic processes is observed 
rather clearly for relatively short (less than 1000 km) propagation paths, such as Tsushima - To- 
kyo path is in our case. Nevertheless, some coincidence is observed in the terminator minimum 
fluctuations of China and NPM station signals within a propagation path of about 3000 km and 
6000 km length correspondingly. 

In the result of this study on the base of wavelet analysis of VLF data describing the lower 
ionosphere parameters fluctuations ascribed to the terminator time and covering a semiannual pe- 
riod we can make the next conclusions. 

•An enhancement of periodical components in fluctuations of parameters of VLF signal 
during evening terminator period is observed before relatively strong earthquakes (M = 5.1 - 5.9). 

•These oscillations arise with periods of about 10, 5, 2 days which are in the range of dif- 
ferent modes of the atmospheric planetary waves. 

•Data from relatively short propagation paths (less than -1000 km) reveal a better corre- 
spondence to seismic activity in comparison with more longer paths. 

The signature of planetary waves in the fluctuations of ionospheric parameters observed m 
our study connected with seismic activity let us to consider the planetary waves as a possible part 
of a mechanism of triggering of earthquakes. We hope that experimental evidences of a connec- 
tion between seismic processes and planetary waves found in our study will induce a discussion 
about this mechanism. 
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STATISTICAL ANALISYS OF A DISPLACEMENT 
OF AUTOCORRELATED FUNCTIONS PROCESSING 

PROCEDURES BY INCOHERENT SCATTERING IN IONOSPHERE 

Mazmanishvili A.S., Rogozhkin E.V.,  Suriadniy A.S. 

Kharkov State Polytechnic University, 
Ukraine, 310002, Kharkov, Frunze str., 21 

The new statistical approach to the analysis of data of an incoherent scattering in iono- 
sphere is offered. It consists on accounting the displacement of values of autocorrelated 
functions estimations. It is shown that with such account the error of estimations of tem- 
peratures of ionic and electronic ionosphere components is reduced up to twice. 

1. The advantage of the incoherent scattering (IS) method is a possibility to trace the dy- 
namics of ionosphere processes during long periods (solar activity circle, seasonally and daily 
changes) as well as short periods of time. For want of those it's suggested that hardware observa- 
tions be conducted correctly, it means that hardware parameter changes take no place or they are 
post-corrected. The information about ionosphere is being obtained using the values of autocor- 
related functions (ACF) of signal scattering spectrum valuation analysis and it still might happen 
that in conditions of great estimation variance the estimations of ionosphere parameters would be 
also displaced. Thus the changes of external conditions lead to errors of systematic kind. There- 
fore the problems that appear are to reveal the fact of displacements existence, to detect the de- 
gree of those displacements, to detect the character of errors and to find out how to avoid such 
errors. 

On the nature the IS signal is properly a casual signal with normal rule of amplitudes 
distribution. Each ordinal value of IS ACF may be considered as a normal random value. When 
the data are numerically processed one of processing operations is to put an ACF R{r) to a stan- 
dard form when R(0) = \. Dividing all the counts of ACF on its zero count approaches this. 
When estimating necessary ionosphere parameters it is these normalized ACF data to be used. 

In this work the question of ACF valuations displacement appearing as a result of nor- 
malizing procedure is considered using an example with selected ACF sequences. Meanwhile it's 
suggested that ACF-valuations are not displaced till the normalization and the noises relevant to 
all ACF-counts are normal values with zero expectations and fixed variance. 

2. Mathematically the problem is being reduced to statistical exposition of a casual value 
- estimation of R which is expressed by the ratio 

R = X„/X0, (1) 

where X0 - zero ACF-count, and Xn - remaining ACF-counts (n > 0) The densities of ACF- 

counts distribution are given below 

^-itA-(^\ ^-itA-^) (2) 
where k0  - perfect (undisplaced) ACF-value (n > 0), <?l  - variance, k„ - perfect ACF-value, 

<?l  - variance (n > 0) . The distribution densities of the required ratio equals to the following: 
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(*o-*o)2     (rx*~K) 
1*1 2a2 

For digital accounts realization the following modification of formula (3) is convenient: 

where A = 

+ *ÜJ B 
4% {VÄ 

(3) 

(4) 

erf (a) - error function. 

In special case, when k0 = 0 and k„ = 0 for any n, densities (4) turns into its analogue, 

which corresponds to a casual value, distributed under the Coshi's law. There are no moments 
this casual value has, and when estimating by method of maximum approaching it is an argument 
point used, which gives maximal densities. In this case estimation displacement appears because 
of k0 * 0 and k„ * 0 . 

3. To detect the degree of the displacement the modeling numerical experiments were 
conducted. In those experiments well known ACF-depending were used as perfect values. At 
fig. 1 an example of 45-item densities set is represented f{r) Account parameters: 7) = 1000K, 

Te =2000K, working wavelength -2 m, <r0 = crn = 3% . Estimations according to depending 

(fig.l) are given at fig.2. The set of estimable depending is taken for a perfect case 
a0 = an = 0% (continuous curve) and <r0 = an = 30%(circles). Figures shows that even surplus 

estimation displacement take place. Using (5) one can show that estimating surplus Ar we ob- 
tained 

Ar = k„a2Jkl 

At figures 3-6 there are estimation results of selected pairs of ionic and electronic compo- 
nents taken for different variances represented (selected average values and scatter value are 
specified). The results were obtained conducting modeling numerical experiments (with use of 
pre-counted ACF-library). It's obvious that surplus account (5) realization (pictures on the right) 
reduces to diminution of obtained temperature estimations statistical scatter on a comparison 
with traditional approach (pictures on the left). 

4. Thus the distortions of ACF-data appearing during the data zero count normalization 
are investigated in the work. Assuming parasites normal and signal/noise ratio value small an ex- 
plicit expression for displacement Ar of ACF-estimation R is obtained. Account of specified 

displacement will allow to obtain more fiducial information about ionosphere parameters. 
f(r) " 

-0.5 0.0 0.5 r       1.0 

Fig.l. The set of densities f(f) of casual Fig.2. Perfect ACF (continuous line) 

Kharkov, Ukraine, Vllth International Conference on Mathematical Methods in Electromagnetic Theory 



MMET'98 Proceedings 281 

estimation for 45-item ACF. and its R estimations (circles). 
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VLF SCATTERING FROM RED SPRITES: VERTICAL COLUMNS OF 
IONISATION IN THE EARTH-IONOSPHERE WAVEGUIDE 

Craig J. Rodger (1), James R. Wait (2), and N. R Thomson (3) 

(1) British Antarctic Survey, Cambridge, United Kingdom 
(2) 2210 East Waverly, Tucson, Arizona, USA 
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Abstract Red Sprites were discovered by chance in 1989 when a Low Light TV system was pointed above an 
active thunderstorm Optically, red sprites are observed as clusters of short-lived (-50 ms) pinkish-red luminous 
columns, stretching from -40 km to -85 km altitude, each about 1 km wide. Red sprite discharges produce 
columns'of ionisation in the Earth-ionosphere waveguide, which can persist for up to -100 s at higher altitudes. 
The ionised columns have been observed through "VLF Sprites", perturbations of the phase and/or amplitude of 
subionospheric VLF transmissions, which can be used to study the electrical properties of the red sprite columns. 
Previous theoretical studies of red sprite columns have simplified the problem by assuming the columns were of 
infinite length, or inside a "flat-earth" waveguide. We present calculations using well-developed VLF 
propagation methods to describe a finite length sprite inside a realistic Earth-ionosphere waveguide. 

Introduction 
Red sprites were discovered by chance in 1989, when a Low Light Level TV (LLLTV) system was 
tested through night-time observations of near-horizon stars. During this time, an active thunderstorm 
occurred, just over the horizon. The LLLTV camera observed a twin upward flash originating in the 
distant cloud tops lasting over two 1/60 s TV fields [Franz et al, 1990]. This was the first known 
observation of this phenomenon, now termed a "red sprite". Optically, red sprites are observed as 
clusters of short-lived (-50 ms) pinkish-red luminous columns, stretching from -40 km to -85 km 
altitude, each about 1 km wide [see the review by Rodger, 1998]. While the original observation was 
made with a LLLTV camera, red sprites are often visible to the unaided human eye. 

Red sprite discharges produce columns of ionisation in the Earth-ionosphere waveguide, which can 
persist for up to - 100 s at higher altitudes. The ionised columns have been observed through "VLF 
Sprites", perturbations of the phase and/or amplitude of subionospheric VLF transmissions, which can 
be used to study the electrical properties of the red sprite columns. Previous studies of VLF scattering 
from red sprites have made a number of simplifying assumptions; for example assuming the columns 
are infinitely long to examine the scattering from multiple interacting (non-Born) columns, or 
examining a single column inside a "flat-earth" waveguide. In this paper we make use of a modified 
form of the theory put forward by Wait [1991], to examine a column of ionisation inside the 
waveguide, and including the effects of mode conversion at the scatterer. The Wait [1991] expressions 
are extended to remove the first order Born approximation used to estimate the induced currents on the 
column. 

Scattering from a Column in the Earth-Ionosphere Waveguide 

In our scattering situation the Earth's surface is at r = a, and the ionosphere at r = a+h in a spherical 
coordinate system (r, 0, $, with origin at the Earth's centre. The Earth's surface is characterised by 
constant surface impedance Zg and the reflecting boundary of the ionosphere by an effective surface 
impedance Zt. The time factor in our analysis is exp(+jeof), where a> is the angular frequency of the 
primary field. The radial (i.e. vertical) electric field, at great circle distance s = rO, #= 0, and r = a+z', 
is designated Ef (s, z\ where z' is the height of the observer above the Earth's surface. The scattered 
field from a radially orientated column of ionisation, stretching from r = a+za to r = a+h, with 
conductivity o(z) = or (i.e. constant with z), cross-sectional area A4, at great circle distance dx from 
the source dipole (and great circle distance d2 from the observer) is designated E"(s, z% Wait [1991] 
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shows that the ratio of the scattered field to the primary field at the observer (point P, at great circle 
distance d from the source dipole and altitude z^ is: 

K¥,z2) z •       SA        d     C-JK*+4-*) „ 
E'(d,z2) 

H*    ilnjkd,d, 

TL^n^ßh^Me -Ä'nZl+tmXlj 

"ZKGMGMe-^ (i) 

where k=fiJT0(O, x=(ka/2)™(d/a),        Xx = WW*Wä),      Xl = (kail)™{dja), 
y, = (kal2)-vnh,        y,= (ta/2)-,/3 k zv        y2 = {kail)™kz2, 
n order number of the primary (incident) waveguide modes, 
m        order number of the scattered waveguide modes, 
Gn, Gm height gain functions, which satisfies the differential equation, 

<l?Gn/df = (t„-y)Gn 

for eigenvalues tn, which satisfy A(t) B(t) -1=0 [see Wait, 1991, or Wait, 1995] 
A^ Am excitation factors of the waveguide modes, 
CmK     mode conversion factor, which in the case of an ionised column from z = za toz = h is: 

^--fe^KM* 
A simple modification of the working equations in Wait [1991], is to replace the actual column 
conductivity o(z) by an effective (complex) conductivity <re (z). The implementation of this step is: 

o(0 SA => cKz) % a2 => <7e(z) % a2 => [Z^ + ZJ* 
where   a is the radius of the conducting column, 

Zc{f) is the axial (z' dependent) internal impedance of the column, 
ZOT is the external impedance of the column, 

Once again assuming that electrical properties (a, ec, ftc) of the column are independent of z', the 
column impedances are given by [Wait, 1986]: 

ZA^)P^77^      where r.-JJrrt*+M 
L is the modified Bessel function of type one and order x, 

JBE K0Q k a) where K0 = modified Bessel function of type two and order zero 
"     In 

Example Calculation 
The scattered electric fields from red sprites can be investigated using equation (1), along with the 
modification detailed above. We investigate the situation appropriate for the VLF transmitter NLK 
(Seattle, 48° 12' 15" N, 121° 55' 00" W, 24.8 kHz) propagating to Colorado, where several red sprite 
research campaigns have been conducted. The transmitter-column distance is set to 1000 km, the 
column radius a is 500 m, lowest column altitude 50 km, and column conductivity a is 10-4 S/m. The 
surface impedance Zg of the ground (with electrical properties <rg, Sg, //g) is given by: 

Of great importance in any studies of propagation inside the Earth-ionosphere waveguide is the 
selection of an ionospheric model. We make use of propagation parameters produced by the US Naval 
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Ocean Systems Center program Modefinder to calculate the waveguide mode eigenvalues, and the 
ionospheric surface impedance Zt, which is dependent upon the mode order (n, or m). The ionospheric 

height h is 84 km, which is reasonable for night-time propagation. Given the quite short propagation 
distances involved in this situation, a large number of modes must be included in the calculations 
Guided by the results of Modefinder, we include 22 modes in our calculations (although this includes a 

large degree of redundancy). 

Figure 1 shows the magnitude of the ratio given in equation (1). As is clear, there is a large degree of 
variation in the observability of the scattered signal relative to the primary. However, this is somewhat 
similar to the results of Rodger et al. [1998], where there was large variability in the scattered signals 
azimuthally around a set of columns. Thus, one can expect large variability in the scattered signals in 
two situations - when one moves azimuthally around a set of columns, but also when one travels 
radially away from a set of columns (a red sprite event). 

At a great circle distance of 200 km from the column (that is the observer is 200 km from the column 
and 1200 km from the transmitter), the magnitude of the ratio of scattered field to primary field is - 
27.2 dB. At 1200 km from NLK (towards Boulder, CO), the primary field strength is 74.15 dB above 
1 LiV/m (about 5.1 mV/m). Thus the perturbation is 224.4 jiV/m, which is very small. However, 
Rodger et al. [1998b] have shown that the field from 15 columns (experimentally determined from a 
red sprite image) can be more than 20 dB higher than that for a single column, resulting in a 
perturbation of -2.23 mV/m, which will certainly be detectable! Rodger and Dowden [1998] estimate 
a reasonable lower limit for direction finding measurements of VLF sprites from NLK as 30 dB below 
the primary (the detection limit is more like -40 dB). Figure 1 suggests that VLF sprites should be 
observable on NLK for most great circle distances from 100 km to 2000 km, but with a small 'blind 
patch' near 450 km (depending on the number of columns present). Dowden et al [1996] found that 
the detection efficiency of (optical) red sprites through observations of VLF perturbations was -95%. 

200   4O0    600    800   1000 1200 1400 1600 1800 
Radial distance from columrvtom 

Figure 1. The variation in the magnitude of the ratio of the scattered field to the primary field (as 
given by a modified equation (1)), with distance from the radiating column. 
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Abstract 
In the given work the signals from near and long-distance thunderstorms areconsideredI by the 
me*od of wavelet transform with the purpose to check a hypothesis about the: presence of ^the 
yfW component in the investigated processes. It is shown, that when the thunderstorm 
cleTmovesTto a reception point, the Schumann or global resonances on a spectral pbne 
decrease, gaining a character of flicker-noise process with a power spectrum 1// with y 

accepting values in limits [from 1. to 1.2]. 

Introduction. The radiation from the near and far thunderstorm f^J^j^. 
spherical Earth-ionosphere cavity forms the natural electromagnetic noise of the Etfremely 
E>7£equency (ELF) range (4-40 Hz). Numerous scientific publications « *vo*ri to a 
Inarch of this range of frequencies. In the experimental power specra of ELF noise, the 

solce maxima on certain frequencies are clearly observed, *P^«^£%£ 
the first time was specified by Schumann [1]. He calculated the spectium of the ^ 
ionosphere resonator eigen frequencies, which were experimentally detected by Baiser and 
WaS Such a form of is spectrum with strongly expressed resonance maxima on he 
Sncies 8 14 21, 26,32 fe usually called a Schumann spectrum. As it was shown earlier 
ffiÄft' electromagnetic energy of ELF range is connect^ ^ »'^ 
of vertical thunderstorm discharges (discharges between a cloud and the Eartf and intracoud 
dLIharges)  It is necessary to notice that clear Schumann spectra are observed with a 
«m nt of ignals from long-distance thunderstorms. As long-distance Aunderstorms it 
"ted to namTa thunderstorm activity of global scale that happens continuously <~ 100 
Sschames in In) and produces a quasistationary background noise. However   for the 
obsSns of a near thunderstorm signals, i.e. when thunderstorm centers are at dis ances up 
to SotofiW the receiver, the spectra form is essentially different. Firstly the signal intensity 
he laseTin tens to hundred times Secondly, there are no clearly expressed resonance maxima 
Sl^ with the increase of the frequency the spectral curves smoothly decrease 
£ vfew of such spectral character of near thunderstorm signals it has been suggested to 
analvze whether the given noise process contains a clearly manifested flicker-component. 
ÄktSse of as it is accepted to name it in the modern kterature, 1/f - noise is 
characterized by a spectral density which depends on frequency as 1//', where y is a spectral 
constant accepting the values from 0.8 up to 2. Till now the noise nature of the radiation of 
thunderstorms has not been investigated in detail. . 
Oration data. The data analyzed in the present work have been obtained in the Radio 
Z?™2Institute of the NAS of Ukraine in its Low-frequency Observatory during the 
WZKZZ OH997. The experiments have been carried out by a group of the employees 
oXospTeSResearch Department of the Institute and kindly released to the present authors 
for^Schto^eriments! the vertical electrical component of ELF signals was measured, 
te^TmZ for which in the range of 4 to 40 Hz are determined by the near 
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thunderstorm discharges, rainfall and wind. The characteristic feature of a reception tract was 
in building-up a "rectangular" frequency characteristic in the band of the first five Schumann 
resonances. The level of noise signals corresponding to the Schumann maxima at the place of 
reception was \Et\»(2 + 4)-W* V/m that did not contradict with the known from the 

literature data. 
Method of the analysis. Processing of signals from the near and long-distance thunderstorms 
was carried out by the method of wavelet analysis which is now widely applied in the problems 
of signal processing. For one-dimensional signals s(t), a wavelet transformation consists in their 
expansion in terms of obtained from the mother-wavelet <tyf) basis of functional Hubert space 
by the scale transformations and shifts: 

m       n 

where y/^{t) = 2-mllx¥{2"nt-n),   m,n e{...,-2,-1,0,1,2,...}, M is the scaling index, n is the 

translation one. 
So the wavelet transform performs a time-frequency description of the signal s(t) with the 

wavelet coefficients s™. 
To prove our supposition that ELF signals produced by the near thunderstorms have 
component with a spectral density proportional to 1/ fr, algorithm developed in work [3] for 
determining the spectral parameter y was used. The indicated algorithm is based on a maximum 
likelihood estimation for the wavelet coefficients s". It was supposed that the near 
thunderstorm signal s(t) can be considered as a superposition of a flicker-component and a 
white Gaussian noise: 

s(t)-f(t) + w(t), (2) 

where f(t) is the flicker-type process, w(t) is the white Gaussian noise. Because of the linearity 
of the wavelet transformation, the wavelet coefficients s™ for (2) are also a sum of two 

components. Wavelet coefficients s™ for (2) were obtained numerically. 
Results. Thus we analyzed the signals from long-distance and near thunderstorm centers. A 
special interest for processing represented a recording, which included both as "quiet" 
conditions (global thunderstorm activity) and the beginning of a near thunderstorm. For these 
events in Fig. 1 a histogram of a variation of parameter y as function of time is constructed. 
Simultaneously, in Fig. 2 a time dependence of the signal to noise ratio (SNR) is presented ( 
here f(t) was assumed as the signal in (2)), to show the efficiency of s(t) modeling with the 
flicker noise component. A comparison of the graphs in both Figures shows good correlation 
in the behaviour of obtained dependences. While a thunderstorm center is moving up to the 
receiver, substantial increase of the values y and signal to noise ratio takes place. Estimation of 
the values y and SNR from Figs.l and 2 showed, for a signal of a near thunderstorm, that 
y=1...1.2 and SNR 27...32 dB that proves the presence of a clearly expressed flicker- 
component in the investigated signal. 
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Conclusion. Application of the wavelet analysis method to a research of the noise radiation of 
ELF range generated long-distance and near thunderstorm discharges has enabled us to 
determine the presence of a flicker-component in the signals produced by the near 
thunderstorm center. This result can be used for a determination and classification of noise 
signals of both terrestrial and extraterrestrial origin. It is necessary also to notice, though by us 
such a problem has not been considered, that an analysis of mathematical model of the process 
(for example, the characteristics of the form of the given signal) possessing the 1/f - noise, can 
throw a light on the understanding of the physical mechanism causing the given phenomenon. 
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1. Introduction 
The propagation of radio waves through the ionosphere generally results in nonlinear inter- 

actions of the electromagnetic field with the plasma, modifying the electrodynamical charac- 
teristics of the latter. The question of principal importance for the observation of such effects is 
sensitivity of the methods and devices applied for the registrations. It should be noted that the 
threshold levels of the external fields for stimulating nonlinear effects in the ionospheric plasma 
are quite low, varying between 10'5 and 10"2 V/m for different types of the effects at different 
heights [1]. Active experiments with the "heating" facilities in the USA, the USSR (and later in 
Russia and Ukraine), and Norway allowed investigating a series of new phenomena in the 
ionosphere [2]. Obviously, implementation of such experiments is very complicated. Mean- 
while, other possibilities exist to investigate nonlinear interactions between natural wave fields 
and the ionosphere, involving no active (i.e. using dedicated transmitters) experiments. Such an 
approach was realized by the authors in paper [3], where a cross-modulation effect between 
the Schumann resonances (SR) and round-the-world HF signals was detected and interpreted. 

This paper describes an attempt of detecting nonlinear effects in the ELF band alone (4 to 
40 Hz) where the Schumann resonance spectrum belongs. Preparing the investigations we used 
the following speculations. Passage of a radio signal through a nonlinear "device" (propagation 
medium) is accompanied by the appearance of combination spectral lines at frequencies /„, 
that are either higher-order harmonics of the initial spectral components, i.e. fv=j-f, (here i 
and j are integers and /, is the i -th spectral component frequency of the initial signal), or 
sum/difference combinations of the frequencies contained in the signal spectrum, i.e. 
fl± = fl±f .A distinctive feature of the "new" harmonics is their statistical relation to the initial 
spectrum components at the frequencies /. and ft. It is obvious that the common thermal 

nonlinearity type would be quite weak at ELF, as far as the Schumann signal power ~ E\ is 
small in comparison with the plasma field power ~E\ in the lower ionosphere. The estimates 

made in paper [3] show 

in the ELF band, and hence direct heating of the ionospheric plasma by the Schumann reso- 
nances does not exceed 10^ K. This means that in order to detect the extremely weak combi- 
nation effects in the band the averaging time should greatly exceed that of observation of the 
Schumann spectral maxima themselves. 

Yet, in spite of the unsatisfactory estimate of equation (1) the band was chosen for a search 
for natural nonlinearities, the reasons behind being as follows. First, the global Earth - iono- 
sphere resonator exists permanently; second, it is constantly stimulated by the world lightning 
activity; third, the average parameters of the resonator are quite stable, and, fourth, the Schu- 
mann spectrum is of multimode character with well known frequencies of the spectral peaks, 
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i.e. % «78 Hz; F2 «14.0 Hz; F3 «20.0 Hz; F4 «26.1 Hz, and F5 «3L8 Hz [4]. In addition, we 
would note that there is a rather strong natural nonlinearity in the atmosphere and lower iono- 
sphere, caused by super-powerful lightnings, which can play the role of nonlinear transformers 
of incident electromagnetic fields [5,6]. 
2. Measuring technique. Power spectra of the Schumann resonances 

The first stage of data processing was computing the average amplitude spectrum of the 
signal U(t),   

s(/)=M*(/)i2> » 
where £,(/) is the spectrum for the / -th period of length T , and the angular brackets denote 

averaging over JV realizations. 

<\SAff>=jt\st(f)\
2 ■ 

The realization length was chosen to be equal to T « 6.8 s. It is known (see, for example, [4]) 
that the optimum averaging period is between 5 and 10 minutes which allows calculating dis- 
tinct SR spectrum. However spectra obtained at such periods contain no sign of nonlinear 
transformation of the observed signals. For this reason we averaged the spectra over much 
longer periods (about 2 hours of averaging). Fig. 1 shows typical SR spectra in the cases of 
low (Fig. 1A) and high (Fig. IB) external noise circumstances. The interferences are charac- 
terized by wide frequency band, with the intensity increasing in the low frequency part of the 
spectrum, and considerable (tens and hundreds times) excess over the SR level. 

A B 

Fig. 1. The SR amplitude spectra under the conditions of low (A) and high (B) level of exter- 
nal interferences. 

During two measuring campaigns (July 1996 and July - August 1997) over )l 00 hours of the 
SR observational data were accumulated. The amplitude spectra averaged over the intervals 
from 2 to 4 hours were calculated. Nevertheless, for these long averaging sessions no consid- 
erable increases of the spectral density in the vicinity of doubled frequency of the first SR mode 
2/t = (15.6±0.5) Hz and combination frequencies of the first and second ones fn_ = (6.2 ±0.5) 
Hz and fn+ = (2L8±0.5) Hz were detected. 
3. Multiplicative algorithm for processing the SR data 

To discover the combination lines in the Schumann resonance spectra a special multiplica- 
tive algorithm was applied. It's essence is as follows. Let us assume the analyzed signal U(t) to 
consist of two initial narrow-band components at the frequencies /, and /2 and their combina- 
tion harmonics at fa_ = f2-fi9ndfm=f2+fl which raised as the result of a nonlinear inter- 
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action between the initial components. Using a digital filtering procedure(2), let us pick out the 
initial components u,(0=4-cos(2<#-fl), c/2(/)=^-cos(2^2-^) and then multiply them: 
Uu(t)=U1(t)-U2(t). It is obvious that this synthesized signal will contain combination harmonics 
coherent with those in the analyzed signal and, as assumed, born by some natural nonlinear 
physical process. Now, if we calculate the coherence function between the signals U(t) and 
Un(t), it will be of non-zero value at the combination frequencies fn_ and fu+ (3). 

[    0, f<f,-tf 
n<A = ju-4rs/s/J + 4f. (2) 

I    o, f>fs + Af 

Then the output of the filters are Ui(t) = F-l{s (/)■]](/)]. Further the complex spectrum of 

the product is calculated: Su(f) = F{u1(t)-U1(t)}. At the final stage the coherence function is 

derived as the result of averaging and normalizing the cross-spectrum: 
\(s(f)-s;2(f))\ 

T(f)=- (3) 
7(|S(/)|2H|S12(/)|

2]' 
where asterisk denotes the complex conjugation operator. Here we should note that the algo- 
rithm might be considered as a specific particular case of the bispectral analysis method [8]. 

Let us turn to the results of the data processing. First examine a "quiet" record containing 
practically no non-stationary interferences (Fig. 1A). In this picture the Schumann resonance 
modes (up to the fifth one) along with the spectral peaks due to the fundamental power har- 
monic and low frequency "wind" interferences are seen. The plot in Fig. 2A illustrates presence 
of coherent components in the region of the first mode doubled (16 Hz) frequency (in this case 
both digital filters (2) are tuned to /, = f2 = 8 Hz with the halfwidth A/ = 1 Hz). Close to this 
results were obtained while tuning the filters to frequencies of the SR modes having different 
numbers (Fig. 2B). 

A B 
0.30 r 

20 
Frequency 

20 
Frequency 

Hz Hz 

Fig. 2. Coherence of the second harmonic of the first SR mode (A) and the combination har- 
monic of the first and second ones (B). 

Results similar to those shown in figures 2 and 3 were obtained while processing the over- 
whelming majority of measuring sessions both for day-time and night-time conditions, which 
allows affirming existence of the nonlinear interaction between the SR modes. After this fact 
has been established, additional careful tests of the algorithm, the data collection system, and 
the receiving complex were performed. We should note that in no test experiment any increase 
of the coherence function level was detected in the band of combination harmonics. 
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4. Discussion 
Currently authors cannot offer a strict physical model which would allow interpreting the 

discovered fact of nonlinear transformation. Nevertheless, some conclusions can be suggested. 
For instance, we estimated the transformation factor of the SR energy which is transformed to 
higher-order and combination harmonics under the influence of presently unknown natural 
mechanism. The analyzed signal was simulated numerically assuming the nonlinear transforma- 
tion is described by a quadratic function: 

U(t) = N(t)+u(t)+K-u2(t) , (4) 
where N(t) is "white" noise with zero average and dispersion o*, and u(t) is superposition of 
two narrow-band components with Gaussian power spectra. The factor K characterizes 
"steepness" of the nonlinear transformation. As Fig. 1A shows, the noise level is constant over 
the analysis band and can be estimated as 2.6 mV-Hz"1/2. The spectral components S, and S2 

simulated two first SR. In this way the model signal having spectrum close to the SR (dashed 
curve in Fig. 1A) was simulated. The K factor was varied till the coherence function (3) 
(dashed curves in Fig. 2) became approximately equal to the value calculated from the experi- 
mental data. It turned out that in the model (4) the nonlinear transformation factor is constant 
within accuracy of 10% both for the second harmonics of the two first SR modes and their 
combination ones /12+: K *2.4l<r' mV1. Calibrating the value of K on spectral densities of 
the observed and simulated spectra allows estimating the quantity of stored in the resonator 
energy which is transformed due to the quadratic nonlinear mechanism (3). According to our 
calculations about 0.5% of the SR signals power is transformed to the higher-order and combi- 
nation harmonics. 
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Abstract. In this paper, we discuss the problems of approximation of the atmospheric electricity 
day trend. It is shown that for the approximation of the time trend with a 3 to 4 % error, 5 sine 
harmonics or 10 sine-cosine harmonics are enough. 

From the physical viewpoint, averege means of tension (AMT) should be in good agreament with 
the integral value of the electrical field and show the global 24 hour trend alterations of this field. To 
verify this, the fblowing algorithm was used, under an assumption that the time trend for various 
realisation of AMT should be correlated with the integral value of AMT. This algorithm was developed 
for the analysis of the oportunity to design a mathematical simulation tool of the 24-hour trend of the 
Atmospheric Electricity Day Trend (AEDT). It is based on two groups of methods: spectral and 
statistical ones. The use of spectral methods is justified by the general purpose (to raise the information 
efficiency of the spectral research by means of the analises of spectra containing fast fluctuations). Fast 
Fourier Transform (FFCT) application is useful here from the point of view of deriving the mean values 
of AMT. FFT ratios can be calculated by the formula: 

a(«) = Xx(y)^, (1) 
.7=0 

where x(j) are the measured tension values, N is the number of values in selection. Then the first 
member in the frequency dependence, devided by (N-l), will represent the average value of x . On using 
FFT in every selection of 3500 values and dividing the first member of the transform by N, we obtain 
72 mean values of AMT. The choice of Vinogradov's method is explained by the independens on the 
data, unlike that of the "butterfly" one. 

With the developed algorithm, several dosens of 24-hour trends have been processed. Polynomial 
approximation functions have been chosen in the method of the least squares (MLS). MLS is a 
particular case of the maximum similarity method providing assimptotic non-shifted effective and 
significant values of the randomly measured data; besides, the function of the tension density 
distribution is normal. Unknown coefficients d were determined at each iteration step. The algorithm 
calculated the root mean square deviations, oj at the points j=l,... ,k (where k is the number of points) 

k 

and the total root mean-square deviations, o = ^aj, for each polynomial of the order N. The 

polynomial of the order having the minimum total root mean square deviation was taken as an 

Jajk 
approximation polynomial. The given approximation error, aw =———*100% , where k is the 

number of points , AE,,«* is the maximum scattering of experimental values of E, was also calculated. 
As a result, from the available trends testing data, we obtained the minimum values of o and o„p based 
on the fifth-degree polynomials, the scattering in the values of cw being 5 to 30%. 

The calculation revealed a decline in the hipothesis results testing with N=5 and 6 during the 
observation season. 

Here, the character of the curves for the same observation seasons and the relative values of the 
coefficients C for similar degrees agree well enough. Besides, one and two peaked time trend 
distributions of AMT have been observed, as well as the known from publications integral values. It is a 
reliable validation of the derived by us time trend and integral distribution law correlation. 
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However, it should be noted that a demerit of this method is in the considerable discrepancy 
between the calculated curves and the experementally obtained ones within the observation period. From 
our viewpoint, thise can be explained by the tact that the representation of the function of AMT, with 
the application of our technique, was carried out at the starting point of observation, t=0, and so it is 
quite natural that the error increases the farther the point is from the observation start. Evidently this 
problem solution is in the representation of AMT by a set of orthogonal periodic functions 

Representations by the trigonometric functions set are the most probable ones. The calculations 
show that in almost all the possible cases the time change of AMT can be described by the fifth-order 
polynomial, the root mean square deviation at the point not exceeding 7%. The calculation results and 
their comparison with the experiments are shown in the Figure, where time, counted in hours, is marked 
along the horizontal axis, and the field tention mean value is plotted. Solid curve shows the real 24-hour 
trend obtained as a result of data prosessing with automatic measuring complex, dotted curve shows the 
calculated dependence. 
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However, the suggested approximation by means of polynomials tends to a noticeable error 
encreasement at the upper limit of approximation interval. The behavior of the Earth electrostatic field 
trend enabled us to suppose that the most natural kind of approximation will be by the periodic 
functions. 

Here, two problems arise: 
a) about the basic period of periodic series, 
b) about the number of approximation harmonics needed for the trend to be characterized 

accurately 
As it is known from the publications, the 24-hour time is commonly taken as the basic period. 

However, our experimental data studies did not agree with this. We solved the problem of the basic 
period determination. The basic period was assumed as an unknown quantity, the random realisation of 
the experimental data obtained in different seasons being taken as the function. 

As a result, we obtained the mathematical expectation of the basic period equal to 9 hours. The 
second problem deals with a simpler and more accurate approximation convenient in the practical 
applications. We used the Fourier series with T=9 hours and various numbers of harmonics. The 
analysis has shown that for the approximation of the time trend with a 3 to 4% error, 5 sine harmonics 
or 10 sine-cosine harmonics are enough. Besides, the obtained approximation, unlike the previous one, 
has a sufficiently small continuous error throughout the interval observed. We can predict the time 
progress of the electric field with a sufficiently good accurately. 
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We discuss an impact of the seasonal north-south drift of the global 
thunderstorm centers on the results of observation of the first mode Schumann resonance 
(SR) frequency. 

Global electromagnetic resonances were predicted by W.O.Schumann in 1952. The resonance 
is observed in form of separate peaks in the power spectra of natural EM noise of the Earth- 
ionosphere cavity, and the global lightning activity is the source of these oscillations. The world-wide 
thunderstorms are concentrated at the tropics, their maximum follows the Sun and circles the globe 
during the day producing regular duirnal variations in the SR amplitudes and apparent resonance 
frequencies. These last occur due to finite conductivity of the cavity boundaries. Frequency 
characteristics of individual SR modes overlap substantially, and as a result, the particular peak 
(resonance) frequency depends on the interaction between the given mode and the nearby resonance 
peaks. Since amplitudes of individual peaks depend on the source-observer distance, the apparent 
resonance frequencies become modulated on a daily span. 

We apply two models of the global thunderstorm distribution. The first is the model of a 
single compact lightning center. This center is positioned near evening terminator and has the size of 
some tens of degrees. At solstice period of a year, the center shifts southward (during the winter time 
in the Northern hemisphere) or northward (during the summer). Its diurnal trace coinsides with the 
equator at equinox conditions. The second model is based on the concept of three global thunderstorm 
centers situated over Africa, Central America and South-East Asia. Seasonal drifts of the centers are 
pertinent to the model as well. Physically, the difference between above two models is as follows: the 
first one suggests the gradually moving (crawling) thunderstorm zone, while the second is based on 
the model of the lightning activity striding in wide steps from one continent to another during the day. 

The main goal of the report is an attempt to interpret the year-to-year variations in the diurnal 
frequency patterns. It had been established experimentally that the diurnal patterns for a particular 
month remain very similar the year after year, but they are shifted as a whole by 0.1-0.2 Hz. 

There two possible explanations may be suggested for the effect. The simplest one is the 
global annual change in the lower ionosphere. The second, much more realistic interpretation exploits 
the year-after-year variations in the spatial distribution of the global thunderstorms. Their positions 
and size do not coinside for different years, producing relevant changes in the SR signals. 

After comparison with the results of the SR monitoring, the first approach allows for a 
conclusion that the scale factor of the atmospheric conductivity profile should be changed by 5-8 %, 
while the second shows that the position and/or size of the source undergoes the 5-10° variation from 
year to year. 
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We model numerically the sub-ionospheric propagation of an electromagnetic wave in the 
extremely low frequency (ELF) band from a few hertz to some kilohertz frequency using the time 
domain presentation for the field. A point vertical electric dipole is the source of the radio wave that 
arrives to ground based observer through the spherical Earth-ionosphere cavity. We suppose the 
radiation moment of the source to be the delta-pulse, hence, the solution obtained is the Green's 
function of the problem. Formal representation for such a function is well-known either for the cases 
of postulated propagation constant or for a given effective surface impedance of the lower ionosphere. 
The formal solution is constructed using the zonal harmonic series representation (ZHSR) that applies 
the Legendre polynomials describing the angular field dependence and spherical Hanlcel functions 
accounting for the radial dependence. 

The ZHSR is valid in the frequency domain and describes the well-known Schumann 
resonances (SR). To obtain the fields in the time domain, we had transformed ZHSR applying the 
Fourier transformation (FT) analytically to each term of the infinite sum. Two cases are treated 
separately. The first one corresponds to the linear frequency dependence of the propagation constant 
of the ELF radio wave. The second radio propagation model exploits the linear frequency dependence 
of the effective surface impedance of the lower ionosphere. After the FT is applied, each term of the 
ZHSR turns into a standard function that is a time-decaying cosine function representing the response 
of the Earth-ionosphere cavity on the input delta-pulse. It is shown that the field representation 
obtained in the time domain converges uniformly and absolutely for arbitrary time t> 0. 

Results of the ELF field computations are presented for a set of the source-observer distances. 
A specific feature of the ELF field in the time domain is the 'bouncing' of an electromagnetic pulse 
from the source antipode and from the point where the source initially had been placed. The ELF 
pulse width grows with the propagation path due absorption the lower ionosphere. 

The main result of the present study is as follows. 
• The time domain representation obtained allows computing the electromagnetic pulse everywhere 

in the Earth-ionosphere cavity for / > 0, while the ZHSR diverges at the source point. 
• When computing the field in the frequency domain first and applying a FFT algorithm then to 

obtain the temporal dependence of the field, one fails to describe the field at the source regardless 
the time. 

• When the analytical FT is used first and the time domain field representation is obtained initially, 
the series describes the pulse everywhere, including these multiply crossed the Earth's 
circumference. 
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Temporal variations of the global lightning activity are deduced from the 
long-term Schumann resonance (SR) continuous records. The intensities of the 
horizontal magnetic field component of the first, second, and third SR modes were 
monitored at the Tottori observatory (35.5° N and 134.33° E). Variations of the 
effective source-observer distance were estimated from the data using the ratios 
between intensities of individual SR modes. This allowed us to compensate for the 
source motion in respect to the observatory and extract from the records the average 
diurnal variations of the global lightning activity itself. The procedure had been done 
for every month within the observation period. The results show that estimates for the 
effective distances between the field-site and the global centers of the lightning activity 
remain very stable. Simultaneously, the temporal changes of the fields monitored and 
of the relevant global lightning activity derived from the records demonstrate 
substantial variability. 

The global electromagnetic resonances are named after W.O.Schumann, who predicted 
the phenomenon in 1952 and estimated the eigen-frequencies of the Earth-ionosphere cavity. 
The global lightning activity is a source of the oscillations. Resonances are detected as separate 
peaks observed in the power spectra of the natural electromagnetic radio noise around 
frequencies of 8, 14, 20, and 26 Hz. 

The world-wide lightning activity is concentrated in the tropical zone, and its maximum 
circles the globe every day producing duirnal variations in the SR amplitudes and apparent 
resonance frequencies. Amplitude variations depend on both the source-observer effective 
distance and on the current lightning intensity. This is why the Schumann resonance allows 
monitoring the world-wide thunderstorm activity from a single field-site. 

We use the results of the long-term records carried out at Tottori observatory from 1968 
to 1975. A comparison was made between the experimental records and computed data obtained 
in the framework of two different models of the global lightning distribution. This allowed us to 
elaborate the signal processing procedure aimed to the evaluation of both the median distance 
and the level of the world-wide lightning activity. 

A magnetic loop antenna had been used to measure the SR field, that is a solenoid about 
5 cm in diameter with permalloy core, number of turns is 30,000. The frequency characteristic of 
the amplifier was made flat in the frequency range from 5 to 35 Hz. The magnetic field intensity 
has been measured in the frequency bands 2 Hz wide around resonant frequencies of 8, 14, and 
20 Hz. Intensities of individual SR modes were recorded on a chart paper, and so we had to read 
the data first. The tables obtained were used then to plot a survey of the diurnal variations in the 
intensities of three SR modes. This allowed performing the final check of the experimental time 
series and eliminate the reading errors together with the omitted changes of the receiver gain. 
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Natural ELF radio signal is a random succession of electromagnetic pulses that originate 
from the Staling discharges all over the globe. At ELF only three field componen s are 
detectable at the surface of the ground: the vertical electric and two horizontal magnetic fields. It 
fs^^assumed usually that the random pulses radiated by the lightning strokes are the Poisson 
ISL It means that the incoherent summation takes place and the intensities ofmdiyidua 
events are summed up. Since the experimental data were not absolutely calibrated, we did not 

calculated ^JT^Ä applied a single source model, that is characterized with two 
free parameters: the source-observer distance and the source intensity. Within such a model 
variations in the source-observer distance have different impact on the SR amplitudes due to 
range dependencies of individual resonance modes of the field. To compensate for this kind of 
variations, we used the ratios of the intensities of individual modes. Such a ratio is independen 
of the source intensity, as well as of the magnetic antenna angular pattern that is the same for all 
the SR mode frequencies. After transition to the mode ratios, the effective source-observer 
distance becomes the single free parameter of the problem to be estimated from the records. 

As in any inverse problem, we obtained the ambiguous solution: the distances derived 
had split into two compact groups. Day-to-day stability of the distances obta.ned indicates that 
the global thunderstorms move in a regular way around the observatory. Indeed, from low to 
severe diurnal variations occurred during the observation period, still, the distances derived 
remained stable, slightly fluctuating within a 1 Mm gap. This result indicates also the variations 
in the field recorded were produced predominantly by the changes in the intensity of the global 

llghtnmAft« wiiuating the source-observer distances, we deduced the variations of the source 
intensity The procedure was as follows. From the recorded intensities of the SR modes (we took 
the median value for each hour of a day) we calculated the ratios beween the modal intensities 
and obtained then the source-observer candidate distances (six estimates that fell usually into 
two clusters). For each set of the distances we computed six fields expected at each SR mote. 
After dividing the data measured by the fields calculated, we obtain six estimates for the level oi 
the global thunderstorm activity at each mode. These hour-after-hour estimates were sorted into 
24 groups and stored. In such a way we obtained 540 estimates for the global lightning activity 
during a particular time of a day based on the records one month long 

Applying statistical processing of the final estimates we obtained average diurnal 
variations for a given month together with the standard deviations of the data. 

Conclusion 
The main results of this study are as follows: _ 

1. The idea is confirmed that the records of the Schumann resonance intensity represent the 
level of the global thunderstorm activity. ...... 

2. From the records of the SR background the diurnal, seasonal and annual variations of the 
global lightning activity are deduced. 

3. Temporal variations may substantially differ for the successive days, while the source- 
observer distance remains stable. ,,,,_,. t- '♦     Jo 

4 Accuracy of the final estimates for the level of the global thunderstorm activity is 
' approximately 30% for the monthly averaged data and 20% for the median activity over the 

5 SeasSSs were observed with the SR background data. The level of the global lightning 
' activity does not always return to the value measured the same month during the previous 

year. 
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Abstract 

A lithosphere-ionosphere interaction model is put forward, involving atmo- 
spheric vertical conduction electric currents, the variations of which can change 
the electric potential of the lower ionosphere. The ionospheric parameter varia- 
tions have been estimated, compared with the gathered data, and both quantitative 
and qualitative agreement found. 

Introduction.One of the most important topics in ionospheric physics is coupling 
with lower altitudes which focuses on response of the ~ 60 - 150 km region to forc- 
ing mechanisms originating in lower atmospheric regions, and the transmission of these 
effects throughout the thermosphere-ionosphere system. Effects are revealed in the iono- 
sphere which are due to earthquakes, volcanic eruptions and anthropogenic impacts: 
explosions, rocket launches, accidents at nuclear power stations (NPS) accompanied by 
radioactive materials releases. 

Precursors of earthquakes in the D region of the ionosphere are investigated by VLF 
radio waves in the Earth-lower ionosphere waveguide. Anomalous variations in signal 
amplitude and phase is an indicator to disturbance. On paths near seismic regions, 
anomalies in signals appear in a few days before the earthquake and show that the 
lower boundary of the ionosphere in the disturbed region descends. Similar anomalies 
were revealed on the VLF paths near the Chernobyl NPS during the accident in April 
1986. The fact that two different processes, natural and anthropogenic, result in similar 
perturbations may be interpreted as that they both are caused by changes in conductivity 
near ground. The conductivity in this part of the atmosphere is the result of action of 
nuclear decay in the ground, radioactive contamination in the atmosphere, and space 
radiation. Before earthquakes the conductivity increases because of enhanced radon 
emissions, one of the major sources of ionization near ground, and during the Chernobyl 
accident because of radioactive material release. 

Atmosphere-ionosphere interaction. In our analysis, we use a model of the 
spherical capacitor, the inner plate of which is the negatively charged liquid and solid 
surface of the Earth and the outer plate is the positively charged ionosphere. The ex- 
ternal electric fields produced by thunderstorms cause electric currents, I = U/R, to 
flow between the Earth and its atmosphere over the entire planet. The potential of the 
upper conductive atmosphere, the outer plate, reaches an equilibrium value of approx- 
imately 200 or 300 kV with respect to the surface of the Earth, when the fair weather 
electric current flowing between the plates balances the electric currents produced by 
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the thunderstorms. Both these currents are closed through the Earth's surface and the 
ionosphere at z ~ 60 km. The electrical resistance between the Earth and the iono- 
sphere is R = /0

Ä p(z)dz, its magnitude mainly being determined by the lower layers of 
the atmosphere up to z < 5 km. The resistivity is controlled by the Earth's background 
level of radiation. The increase in the background level of radiation by a factor of several 
times, which occurs befor earthquakes or during nuclear accidents (with the discharge 
of radioactive material), leads to a proportional increase in the near-Earth atmospheric 
conductivity, a = 1/p, and in the current I in the capacitor. 

The magnitude of the fair-weather vertical electric field component is about 130 V 
per meter at the Earth's surface. Electric-field variations observed before an earthquake 
are sometimes so large that one even observes a change in the direction of the electric 
field at the Earth's surface. As a result, we may expect that large changes in the electric 
field intensity will occur at the outer plate of the capacitor, i.e. in the lower ionosphere. 
Measurements have shown that the magnitude of electric field at the altitude of 60 km 
is of the order of 1-10 V/m. We suggest that variations of the electric potential of the 
lower ionosphere may lead to changing lower-ionosphere parameters. 

Changes in lower-ionosphere parameters. To estimate the effect of the vari- 
ations in the electric field intensity, E, on changes in lower-ionosphere parameters, we 
shall use the well known system of equations, the energy balance equation (in terms of 
the electron temperature Te), the two continuity equations in the electron density N and 
the positive-ion density iV+ in the stratified inhomogeneous weakly-ionized plasma, and 
the condition of quasi-neutrality: 

M = qi + vd\N - vaN - arN\\ + A) + ~ {{Dt + Da)~), (1) 

^ = ft - <*rN\l + A) - o,iV2A(l + A) + g | (Dt + Da)°— \, (2) 

&re = 2Qe 

dt      3kN 

N+=N + N~, (4) 

where t is time, <& is the total production rate per unit volume of positive ions resulting 
from the ionization of neutral atmospheric constituents, u<i is the effective rate at which 
the negative ions are destroyed by electron detachment, A = N~/N is the negative 
ion to electron number density ratio, N~ is the negative ion density, va is the effective 
rate at which the negative ions are formed by the attachment of electrons to neutral 
constituents, ar is the effective ion-electron recombination coefficient for positive ions, 
Dt is the coefficient of eddy diffusion, Da is the coefficient of ambipolar diffusion, z 
is the altitude, a» is the effective ion-ion recombination coefficient, k is Boltzmann's 
constant, Qe/N is the average energy acquired by the electron from an external source 
of heating (for example, from external electric field), 6 is the fractional loss of energy 
per electron collision, v is the effective electron-neutral collision frequency, Tn is the 
neutral constituency temperature. In the ionospheric D region, the disturbances in the 
ion temperature are neglected because they are M/m times less than the disturbances 
in Te (M is the average ion mass, m is the electron rest mass). 
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The initial system of equations (l)-(4) is considerably simplified with the help of the 
multiple time-scaling analysis by introducing the following time scales: 

t1=tTa = (6v)-\    h = tN = {vd + va)-\    ts = tN = {4qi(ar + \ai)/(l + X)}-1/\ 

where tTe is the Te-relaxation time, t'N is the evolution time of the disturbances in N 
caused by activating attachment processes, tN is the evolution time of disturbances in 
N due to changes in the ionization-recombination balance. 

Note that in the lower ionosphere tTe < tN < *jv. For 0 < i < tTe, one can easily 
derive the following simplified energy balance equation: 

^=0^!_^M^_1)Teo) (5) 
dt     kmu09

5'6 

where: 9 = Te/Teo, v = v0#>l\ 9(0) = 1, E(t < 0) = 0. The subscript "o" is used 
to denote the magnitude of the ionospheric parameters in the absence of electric field 
variations. Equation (5) is no longer dependent on N and JV+. It has easily been solved 
using basic integration techniques. Then, neglecting the transport processes, it may be 
used to fined the solution to equations (1) and (2) with respect to N and N+, using the 
expansion of them in the t2- and i3-scales. The steady state value of the N, caused by 
the presence of the electric field E, is given by: 

iVoo = H'ii1 + ^(<U/^)K(0=o) + o^a(0oo)M)r1/2, (6) 

where 6^ is the quasi-stationary solution of equation (5). 
The numerical estimates of the expected changes in the main parameters of the lower 

ionosphere were made for Ex = 1 V/m and E2 = 10 V/m at the altitude of 60 km. Our 
calculations show that the decrease in the electric field E and the corresponding v and 
JV changes lead to a lowering of the ionospheric conduction contour by Az (for instance, 
for the level z = 60 km under Et = 1 V/m, we have Az < 5 km and, under E2 = 10 
V/m, we have Az < 10 km). The main cause of this effect is the v decrease from i/«, to 

Analysis. Thus, there are some reasons to suggest that during processes before 
an earthquake or during a nuclear accident, the near-Earth atmospheric conductivity 
increases, the electric field in the ionosphere decreases, and there is an inhomogeneous 
region with a lower altitute on the VLF wave-propagation path. In the Earth-ionosphere 
waveguide, the decrease in the altitude leads to an increase in the phase velocity of the 
waves and, hence, to a decrease in the phase delay of the signal received in the case of 
one-mode propagation. The estimates show that in order to match our theoretical results 
with those obtained experimentally, changing the ionospheric altitude by 5-10 km, the 
inhomogeneous region along the path should be 600-300 km, respectively. The presence 
of significant electric fields at the lower boundary of the ionosphere indicate that an 
additional source of electron heating should be taken into account while investigating a 
disturbed ionosphere and radio wave propagation conditions. It has been shown that the 
model of the interaction between the near-Earth atmosphere and the ionosphere (caused 
by the vertical conduction-current) clearly allows us to explain the cause of the changes 
in the lower ionosphere occurring before an earthquake and during accidents at a nuclear 
power station with radioactive releases. 
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A necessity of investigation of ULF and ELF electromagnetic emission polarization characteristics is grounded in 
the connection with earthquake precursor problem. The investigation method is suggested. 

Introduction 

Inhomogeneities in the earth crust are a necessary conditions for an earthquake 
precursor appearance. Deformations and micro cracks appear before a seismic gap by the 
reason of inhomogeneities of earth rocks. Each seismic break is unique and has its 
peculiarities of earthquakes and precursors [1]. 

Certain seismoelectric transformations appear at the time of deformations of earth 
crust before the earthquake, and we can detect an electromagnetic emission in a wide 
frequency band long before a seismic gap. Maximum of electromagnetic emission takes place 
in ULF and ELF bands, commonly within 0.1 Hz to 20 Hz [2]. 

Grounding a necessity of studying the electromagnetic emission polarization 

Equivalent electromagnetic source has a large size that is approximately equal to the 
dimension of the area of origin of the possible earthquake. This source is appeared by 
deformations in the stress field along gaps. Equivalent source is determined as specific 
structure, which is inherent to this gap, although the currents have chaotic nature in each small 
volume. Preferential orientation of chaotic currents is important in ULF and ELF bands for a 
polarization anisotropy appearance of electromagnetic emission. Electromagnetic emission 
has well determined polarization characteristics that can be called a polarization signature [3]. 

Polarization characteristics of emission are conditioned in main by the seismic source 
structure. By this reason they are in average a less varying over a small time interval (minutes 
and hours) than amplitude variations of electromagnetic field burst. That is why polarization 
measurements may open a possibility to identify the field burst in some random set that is 
associated with one source of radiation. On the other hand the variations of polarization 
characteristics during a longer time interval can be interpreted as essential variations of the 
source structure in the earthquake origin and the stress field in this region. 

Choosing the frequency range 

Earth rocks are a medium that has a high conductivity. Electromagnetic radiation 
penetrates on the earth surface mainly in the frequency range from 0.3 Hz to 10 Hz. There are 
some sources of electromagnetic emission in this frequency range besides of the seismic 
sources. We note the main two of them. One magnetic field excitation frequency is associated 
with the earth rotation in the electric and magnetic environment. A dominant peak is observed 
in the frequency domain from about 1.2 to about 1.9 Hz [4]. Another magnetic field excitation 
frequency is associated with the first Shumann resonance. This resonance is dominant near 7.8 
Hz. Seismogenic electromagnetic field emission has a peak commonly within 2 to 5 Hz 
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between the mentioned above major field peaks [4]. This frequency range choosing is worth 
while for a study of seismic activities. 

Requirements to magnetometers 

As it is known, magnetic field of geomagnetic pulsations is mainly a horizontally 
polarized one (H polarized). Shumann resonance electric field is Z-polarized and magnetic 
field is H- and D- polarized. That is why magnetic field emission sources, which have 
Bzl BH>\ and BzlBD>\, can be identified as seismic field sources with large probability. 

Three-component magnetometers are needed for a study of polarimetric signatures of 
the seismic magnetic field. Typical magnetic field level is approximately from 0.1 to 10.0 nT. 
It is necessary to have the sensitivity of a magnetometer near 10"4 nT and the dynamic range 
near 40 dB. The speed of information collection is estimated as 40 counts per second. 

Numerical processing of data 

It is necessary usual preliminary data processing. After that the goal of processing 
consists in deducing some polarization characteristics of magnetic field in the frequency range 
within 2 to 5 Hz. The first of these characteristics is the polarization degree. The polarization 
stage of fully polarized magnetic field component is characterized by three Stock's 
parameters. These four parameters can be shown as a polarimetric signature of a seismic 
source of magnetic field in the chosen seismic region. 

Conclusion 

Systematic study of electromagnetic emission polarization characteristics and its 
analysis can give us the possibilities to determine the practical significant polarimetry in the 
monitoring system of seismic activities. The polarimetric behavior of electromagnetic field 
then can be implemented for the earthquake hazard mitigation measures. 
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We discuss the results of application of the ELF-VLF wide-band measurement 
technique suggested earlier for locating the nearby lightning discharges. The measurements 
were performed at Singapore from the field site situated on board of the research vessel. Three 
field components, namely, vertical electric and two orthogonal horizontal magnetic fields, 
were digitally recorded and used for the analysis then. The distance from the lightning 
discharge was established using the characteristic frequency dependence of the complex wave 
impedance spectra pertinent to the nearby lightning discharges of vertical orientation (Korol et 
al., 1993). The method implies the frequency dependence of the transition range between the 
static, induction and radiation field components of the wide-band radio signal, similarly to the 
well-known E-H field technique (Ruhnke, 1971; Kononov et al., 1986). The technique 
suggested is distinguished by the wide-band measurements that include completely the ELF- 
VLF range. The horizontal Poynting vector components (Rafalsky et al., 1994) were used to 
find the source bearing. This technique eliminates an ambiguity in the arrival angle 
automatically. Simultaneously, a product of the electric and magnetic field components 
integrated over the pulse duration depends only on coherent portions of a signal. This 
particular feature allows for extraction of the linearly polarised signal, improving the output 
accuracy of the direction finding. The results of analysis of the atmospheric waveforms 
recorded agree reasonably well with the concurrent visual observations of the parent lightning 
discharges. 

After the source coordinates were established, we used the spectra of the electric and 
magnetic field components to reconstruct the spectra of the particular current moments of the 
lightning observed. It is shown that that the experimental spectra tend to be constant within 
the frequency range of our studies, i.e. from 1 to 10 kHz, while the model spectra of the 
current moment usually applied in the range vary as/". 
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REMOTE SENSING BY VLF USING "ABSOLUTE OMNIPAL": 
1. INVESTIGATION OF THE DECAY OF SPRITE PLASMA. 
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C. J. Rodger, British Antarctic Survey, Cambridge, U. K. 

Amplitude perturbations, or both amplitude and phase perturbations, of VLF transmissions 
in the Earth-ionosphere waveguide have been recorded since their discovery by Trimpi in 1963 
[Helliwell et al, 1973] after whom such perturbations are named. The amplitude and phase 
perturbations define the phasor of the perturbed signal. Vector subtraction of the unperturbed 
signal defines the phasor of the scattered signal [Dowden and Adams, 1988]. This scattered 
signal can be regarded as the wave scattered off a localized plasma anomaly beneath or 
extending down from the base of the ionosphere into the Earth-ionosphere waveguide like a 
stalactite [Dowden and Adams, 1988]. Measurement of the echo phase (phase of the 
perturbation phasor) simultaneously on two receivers spaced a short distance (1/2) apart and 
broadside to the VLF transmitter enables determination of the direction of arrival of the 
scattered signal. This can be as much as 180° from the direction of arrival of the direct signal 
[Dowden et al, 1996a] implying a "hard" scatterer — one in which the incident wave is 
strongly modified — such as a bundle of highly conducting plasma columns [Rodger et al, 
1997]. 

A close relationship between such "Trimpis", whistlers and electron precipitation [Rycroft, 
1973; Voss et al, 1984] lead to the general acceptance that the localized plasma anomaly 
causing the Trimpi is produced by whistler-induced electron precipitation from the Radiation 
Belts. 

Discovery of the "early/fast" Trimpi [Armstrong, 1983], which onsets too soon ("early") 
after the initiating lightning to be produced by electron precipitation and reaches full 
perturbation rapidly ("fast"), showed that such Trimpis are directly caused by lightning. 
Campaigns monitoring both optical "red sprites" and VLF early/fast Trimpis showed that 
nearly all sprites within about 300 km of the VLF receivers produced simultaneous early/fast 
Trimpis on two or more VLF transmissions [Dowden et al, 1996a], showing that the luminous 
columns of sprites are highly conductive [Dowden et al, 1996b]. Such early/fast Trimpis 
clearly associated with sprites are called "VLF sprites", though it may be that all early/fast 
Trimpis have the same cause and so indicate the presence of sprites when optical observations 
are not available. 

Here we consider observations [Dowden et al, 1997a] of very strong early/fast Trimpis or 
VLF sprites observed at Darwin (12° 26*S, 130° 59E) only 2,000 km from the US Navy 
transmitter, NWC (21° 48*S, 114° 9"E). The unperturbed signal strength was about 20 mV/m 
during the Trimpi observations (at night). The echo amplitudes of the strong Trimpis ranged 
up to 8 mV/m, some 30 dB stronger than those studied previously in Colorado. The much 
higher signal/noise ratio enabled accurate measurements of the time variation of the amplitude 
and phase of the echoes. The illustrations shown at Kharkov in the oral version of this paper 
cannot be included here but the points made with each illustration are given below in the same 
order. 
1. Immediately before the Trimpi only the direct wave from the transmitter is present at the 

receiver. Immediately the Trimpi begins, and until it decays, both the direct wave and the 
wave scattered by the sprite plasma are present and so interfere. 
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2. The result of this interference, that is, the vector sum of the direct wave and the scattered 
wave, is the perturbed wave which is defined by the amplitude and phase perturbation 
(note that both the phase and amplitude perturbations must be measured, as by OmniPAL, 
to define the vector perturbation). If the direct wave vector is constant, and so given by 
the unperturbed wave vector, and if the perturbed wave vector is measured, the scattered 
wave vector is easily found by vector subtraction. 

3. The initial Trimpi phase and amplitude perturbations are sensitively dependent on the 
position of the sprite plasma, the source of the scattered wave. Thus these perturbations 
can be of any phase/amplitude combination: phase advance or phase retard, amplitude 
increase or amplitude decrease. However, if the Trimpi phase and amplitude perturbations 
versus time for the duration of the Trimpi are transformed to scatter wave amplitude and 
phase versus time, the transformed amplitude and phase variation of very different Trimpis 
look quite similar. In particular, the scatter wave amplitude decays as the logarithm of 
time. This implies that the scatter amplitude decays to zero at some time t=t0. 

4. This behaviour cannot apply at t = 0, for then the scatter amplitude would be infinite, nor 
for t > to for then the scatter amplitude would be negative. However, logarithmic decay is 
not logically absurd between, say, / = 1 s and t = tQ. Plotting scatter amplitude on a 
logarithmic time scale should be strictly linear if decay (on a linear time scale) is strictly 
logarithmic. Tests show such a linear fit (on a logarithmic time scale) is quite good. Any 
departures could be attributed to unknown variation of the direct wave vector during the 
scatter wave decay. Such variation is probably due to other natural perturbations 
independent of the sprite plasma decay under investigation. If this is so, departures from 
strictly logarithmic decay should vary from one "VLF Sprite" event to another in a random 
fashion. How can we test this? A neat way is to normalise all events so that the scatter 
amplitude at / = 1 s is unity and that logiofo = 1 so that tQ = 10. Then the normalised decay 
for all events should fit the same straight line. 

5. Four events were superimposed to test this, the different events being distinguished by 
using different plot symbols and colours. Unfortunately, the result depends on the order 
of plotting because the earlier plots are overlaid by the later plots. A better test used 12 
events plotted as fine line segments without plot symbols. This more clearly showed no 
consistent departure from logarithmic decay. 

6. During the decay of the scatter amplitude, the scatter phase also varies monotonically with 
random error variations which increase as the scatter amplitude decreases, as expected. 
The total change over the typically 100-s duration of the Trimpi decay is around 90°. This 
Doppler shift of some 2 mHz implies movement of the scatter source either horizontally 
(mesospheric winds [Dowden, 1996]) or vertically (rising scatter altitude). Since the total 
variation is small, a linear fit is as good as a logarithmic fit. At Darwin in November the 
scatter phase decreased with time at a rate (Doppler shift) which was much the same from 
event to event. If we therefore replace the measured scatter amplitude by its best fit 
logarithmic decay and the measured scatter phase by its best fit Doppler shift, we can 
synthesise the original "pure" Trimpi perturbation cleaned of its random noise. 

7. The mesosphere where sprites occur is too high for balloons and too low for satellites and 
so inaccessible for in situ measurements except by rockets for fleeting times. However, 
over the last decade or so, atmospheric chemists have established that the plasma decay by 
attachment is dominant even for sprite plasma which initially is several orders of 
magnitude denser than ambient. At any given altitude, the sprite plasma decays 
exponentially with time, but at a rate which decreases rapidly with altitude. Atmospheric 
chemistry shows that the decay rate is proportional to the product of [O] and [N], each of 
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which decreases exponentially with the scale height of about 7 km. This means that the 
sprite plasma decay rate decreases exponentially with altitude with a scale height of 3.5 
km. The YLF reflection coefficient of sprite plasma columns remains near unity until the 
plasma density decays below a critical level for which VLF reflection is insignificant. At 
any given altitude, at the time when the plasma density has decayed to e'1 (37%) of its 
initial value, plasma at the altitude 3.5 km below will have decayed to e"6 (6.6%) of its 
initial value. 

8. Thus at any given time the sprite plasma columns "appear" to the VLF wave from the 
transmitter as having a well defined bottom whose altitude increases with the logarithm of 
time, this being the inverse of exponential. The top of optically-observed sprites appears 
to be well defined so presumable the plasma remaining after the sprite luminosity 
(electrical discharge) ends has this same well-defined top. If we suppose the VLF scatter 
amplitude is proportional to the vertical length of the plasma "seen" by the VLF incident 
wave, then the scatter amplitude will decay with the logarithm of time as observed. The 
time / = to is when the plasma density at the top of the sprite has fallen below critical for 
VLF scattering. Observed (by OmniPAL) values of k over the range of about 30 s to 500 
s agree with optical measurements of the altitude of the top of sprites of 75 to over 80 km. 
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TIME-DOMAIN NUMERICAL SIMULATION OF EM PULSE 
PROPAGATION THROUGH A TIME-VARYING SLAB 

Igor V. Scherbatko arid Alexander G. Nerukh, 
Kharkov Tech Univ. of Radio Electronics, 
Lenin Ave. 14, Kharkov, 310726, Ukraine 

I. Ifltfoduction 

Problems involving time-varying parameters are of interest for the purpose of 
investigation of electromagnetic wave propagation in ionosphere, for remote sensing of 
unstable objects by short electromagnetic pulses, etc. A necessity of considering such problems 
stems also from the investigation of ulträfäst electromagnetic phenomena in semiconductor and 
quantum electronics. For the problem solving in the differential statement, FDTD method has 
gained a wide recognition. Art alternative approach reduces the problem to a perturbation 
method [1] of integral equations [2], Using ä resolvent method for solving the obtained 
Volterf a integral equations that characterise electromagnetic transients enables us to formulate 
the evolutionary recursion method [3]. In this paper, ä direct numerical time-domain integral 
equation method is extended to the Case of a dissipative dielectric whose permittivity and 
conductivity Change arbitrarily in time. 

H. Integral equation 

The time-domain solution of the transient wave propagation problem relies on an 
integral equation technique, which has been used for pulsed EM transient problems recently 
[3,4]. A starting point is the integral equation for the electric flux density D in an active 
medium: 

K^h^JL,x 
(i) a2(r',Z)   *. 

where £ and T are spatial and temporal coordinates respectively; a and b are parameters 

which are related to the permittivity 8-\{z,£) and the conductivity a(r,4), respectively, as: 

O £ 1    _ 
a2(t £) = , £(r,£) = <r(r,|). The initial values of permittivity, conductivity and 

S\(t,& SVK 

electrical flux density before parameter changing are e, o{x < 0,| <0) = 0 and 

DO(T,£) = £EO(T,£), respectively, v = l/JesQ/iQ is the velocity of light in the initial 

medium, 8Q, JUQ are permittivity and permeability of vacuum, /eis the wavelength factor, 

0(t) is the Heavyside unit function. 

HI. Scheme of numerical solution 

For the purpose of the^uation (1) numerical solution we assume a uniform grid on the 
coordinate plane (r,|) with equal time AT and spatial A# steps: Ar = A4 ■ Tnis equality is 
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met with the stability condition for the numerical analysis: Ax < vA7. Than the integration 
paths in the equation (1) are straight diagonal lines, which pass through nodes of the grid. 

The essence of the proposed methodology is the sequence solution of (1) by marching in 
time step by step. We can find the electric flux density at the specified temporary step T = Tn 

by using solutions for previous steps. We would like to avoid the repetitive calculations of 
integrals that have been calculated along the covered time intervals. Hence we select from the 
integral in the (1) the integrals over the line segment [0, rn_\ ] introducing new function: 

Ba(rn,Zi)= V<P\{rn>rAi)£>{rAi + tn - r)dr, (2) 
0 

where   ?i(r„,r,|0 = (l-aV,£+r„-r)). This enables us to make use of previously 

calculated values of the integrals over preceding time layers. Since D(r,4j+rn-r) = 

= £>(r, &+4 + *n-A -**)* then> according to (2), we have the recursive relation: 

*i»-5 

On introducing in the same manner the functions: B^rn,%i)>Bc(T'n&) aft<* Bd(Tn>$i) we 

can obtain the following equation [4]: 

^r„,&) = A)(rn,6)4{f(^(^ (4) 
+ o(Ar), 

where o(Ar) is the contribution of the integral (1) over the segment [r„_br„] into the 

electric flux density D(r„,&). Here it is assumed that this contribution can be neglected. 
Under such an assumption, we derive a formula for the calculation of the field D(T„,£J) 

through the mediation of the calculated values of this function on preceding time layers. 
Depending on the desired observation time period, a simulation run on a Pentium PC with 16 
MB of RAM takes from 1 to 10 min. For the case listed below the grid spacing was selected 

uniform as Ax = A£ =0.015. 

IV. Discussion of numerical examples 

In order to present a visual illustration of developed numerical technique we consider a one- 
dimension problem of propagation of a TEM square pulse: DQ(T,£) = B{x - £ + 2) - 
_ 0(r_£ + i) through the dielectric slab with time-varying permittivity and conductivity 
(parameters a and b respectively). Spatial-tempöral distribution of electric flux magnitude is 
presented in Fig.l. Before r = 1, when permittivity of the medium s is still constant and 
conductivity equals zero ( a=\ and b=0, respectively), the pulse propagates in the positive 
direction without perturbation. When t = 1, the permittivity of the slab ( medium with £ > 0) 
becomes 1.7 times greater then initial one and the conductivity appears ( a=0.6 and &=0.01, 
respectively). The pulse transforms into two opposite-propagating pulses. They are well 
recognisable in Fig.l. The magnitude of bäckscattefed pulse is negative because d<0. The 
backscattered pulse is incident to the boundary of slab, passes it through and is partially 
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reflected back, In Fig. 1 this is shown as the third trace which follows ifi the positive curection 
from the boundary (doted line at £ = 0), The different angles Of traces correspond to the seve- 

ral velocities of pulses due to thedium 
parameters changing. The second jump 
of the medium parameters to initial 
values appears when r=7, and then the 
difference between the left and right 
half-spaces vanishes. This leads to the 
splitting at the located in the slab pulses 
into forward- and back-scattered ones. 
The results presented here are in a good- 
agreement with those obtained by the 
analytical resolvent method [3J. 
Direct time-domain solution of the 
integral equation (4) accumulates 
numerical errors during the tune of 
observation. That is why the last-time 
distribution of field suffers from "noise". 
The rough scaling of the level-plot 
hampers the fine recognition of all 
details of propagating pulses. 

V. Conclusions 

-0.010 -0.050 
-0.040 - -0.011 

-0.100- -0.041 

An evolutionary algorithm for direct 
numerical calculation of a nonstationary 
electromagnetic field in an active (gain 

Fig. 1 Of  lossy)  medium with time-varying 
permittivity and conductivity is presented. This field is described by the time-domain two 
dimensional Völtefra integral equation of the second kind, The algorithm is based on the 
discrete time scheme and does not impose restrictions on the signal shape and duration, äs well 
as on the time behaviour of the medium parameters, The influence of a jump in the medium 
parameters on electromagnetic Square pulse transförrriätiori is shown. 
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RADIATION OF A LONG CONDUCTOR EXCITED BY A SHORT PULSE 

Yu. I. Buyanov, V. I. Koshelev, V. V. Plisko 
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e-mail: koshelev@hcei.tomsk.su 

Duling tecen, ye» a *~ -^ *£* ^S^Ä 

For this aim an experimental setup presenting a 1.64-m 
long and 10-mm diameter conductor mstaiiea 
perpendicularly to a 1.8-m diameter metal plate has been 
created (Fig. 1). Electrical field was registered by means 
of a specially developed receiving antenna on the basis of 
a biconical vibrator having a dimension 2/ = 15 cm with 
nonuniformity of an amplitude-frequency characteristic 
in a 400-1200 MHz range no more than ±3 dB. To excite 
the conductor, a 2-ns long bipolar pulse was used (Fig. 
2a) The choice of a bipolar pulse is conditioned by its 
sufficiently wide frequency band and absence of a 
constant constituent in the spectrum. 

I, rel. units 

tz 

i i  

Fig. 1. 

X 
—► 

Fig. 2. 

Splttafo, electtomagneüc field of the conductors excited by the gtven cure« [ 1 ]. 
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*£<". 

where }and J'   are the current and its derivative in time, respectively,  j? = r-?'is the 

distance from the conductor surface point to the observation point, q(t) = \]{t')dt', s0 is the 
o 

dielectric constant, c is the velocity of light in vacuum. 

The obtained simulation results were compared with the results of calculations with 
application of the program WIRES [ 2 ]. Fig. 3 presents the calculation results of the £z-field 
component for the point x = 0.7 m and z = 0.84 m made by means of our program (dashed 
line) and program WIRES (solid line). The difference in the delays between the first and 
second pulses is due to the difference of velocities of current pulse propagation along the 
conductor. In our program this velocity was taken to be equal to the light velocity in vacuum. 

E, rel. units Ez, rel. units 
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Fig. 4. 

In the experiment a z-component of electrical field was measured. For comparison, Fig. 4 
presents the field oscillogram in the point x = 0.7 m, z = 0.84 m. As is follows from the 
calculations by the program WIRES and from the experiments, the amplitude of the second 
pulse radiated by the linear conductor end is less than the amplitude of the first one. The 
difference of the calculations by our program and by WIRES (Fig. 3) is related to the fact that 
in the first case the conductor diameter is not taken into account and in the second case the 
conductor diameter is 10 mm. Fig. 5 presents the results of calculation (dashed line) and 
measurements (solid line) for the point x - 0.45 m, z = 0.08 m. Theoretical (dashed line) and 
experimental (solid line) dependencies of maximal ratio of the second and first pulse half- 
periods on the coordinate z for the x = 0.45 m are presented in Fig. 6. The difference in the 
curves can be explained by the finite frequency band of a receiving antenna and the difference 
of exciting pulses in the experiment and calculation (Fig. 2). 
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Ez, rel. units 
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As it follows from the obtained results, the main contribution into the radiated field give the 
currents at the conductor ends and radiation from the plane plate edge can be neglected. 
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PULSE SIGNAL SCATTERING BY OBJECT LOCATED NEAR 
THE EARTH SURFACE 

0.1. Sukharevsky, S. A. Gorelyshev, A. V. Muzychenko 

Kharkov Military University, Maidan Svobody 6, Kharkov 310043, Ukraine 
Tel. +380-(572)-450096 

Mathematical simulation of a pulse signal scattering by an object placed above a 
dielectric media boundary (Fig. 1), for example, air-to-earth interface, is of interest for a 
number of electromagnetic and radar problems. 

Using the Lorenz lemma in the different space regions and combining these results, we 
can obtain the integral representation for the field scattered by the object S in the direction R° 
under a monochromatic illumination: 

ja)p(E(R0)-E(R0))=\iT(x\R\p)Hx{x)ds (1) 
s 

Here E ( x \R°,p) is the field generated by the plane wave propagating in the (- R°) direction 

in the presence of only the half-space V + (i.e., in the absence of scatterer S); E[ R°J, E ( R°j 

are the back scattering patterns of considered structure in the presence and absence of scatterer 
S, respectively. 

The field E (R°) scattered in the (- R°) direction can be approximated by zero in the 

case of oblique (to L) incidence of the plane wave. Finally, considering the phase shifts caused 
by the reflection from the boundary L, equation (1) can be rewritten as follows: 

^ ' 4 77"  Y IP Hn\xo I V öo (2) 

X 

s 
jJpexp^y^^^+^exp^^o^-Ä^c+^x))^1^)^ 

where R1 =R°-2H{R°n);pl is the polarization vector of the plane wave reflected by 

(xn)+h _ . . 
boundary L, n=x - ,     ' x R ;h is the distance from the plane of L to the origin of 

(Rn) 

coordinates associated with object S; n is normal unit vector to boundary L. 

Function Hi(x) is the surface current density on £ generated by the plane wave 

propagating in the (-R0) direction due to the boundary L of the half-space V+. The 

existence of media interface Heads to the fact that both the wave reflected from L and that 
propagating in the (- R1) direction are incident together on the object S surface. Therefore, 

two mutually intersecting (in general case) "lighted regions" Sx, S2 regions are present on the 
object surface (Fig. 1). In this case, on using the Physical Optics approach for the surface 
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current density on S and the known connection (by means of the Fourier-transform) between 
the object response to the temporal 6-function and the object frequency-domain characteristics 
(i.e., a response to monochromatic illumination), we can obtain the transient characteristic of 
the object (response to step-function): 

A,(x) 
E(0= 4(g) 

(0^i-(i?0-«) 
:di+ J 

+    1       /       /-        V 
r21(oyi-(iM) 

■a+ J 
B,{x) 

?dl+ 

(3) 

Ta{t 

i 

dl 
(I n 

1- 
(R°+Rl)-ii 

~\W+W\~ 

where rg(/) are the integration contours, i.e., the intersection lines of the "lighted regions" 

S^Si   and   the   planes   determined   by   different   combinations   of vectors   R° ,R\ 

A, (x),5, (x) (/ = 0,l) are the functions depending on the mutual configuration of scatterer 

S, media interface L, and illumination direction and polarization vector of the incident wave. 

Thus, the calculation of the transient characteristic £(t) of an object near media 

boundary is reduced to the computation of four integrals. By using the expression for the 
probing signal Of t), (due to its entire-function character), we can obtain the expression for 

the response to the pulse probing as follows: 
T 

i(t)=]n'(s)£(t-s)ds, (4) 
0 

where T= min { TU , t}, ru  is the duration of signal Cl(t). 
The proposed approximate method of calculation of back-scattering from perfectly 

conducting objects near a media boundary can be efficiently applied in the analysis of 
complicated shape objects, provided that object dimensions are noticeably greater than the 
signal duration (as measured in the "light" distance units). 

When performing numerical studies, a video pulse 
Q(?)=exp(-/2/ru

2) (5) 

with duration ru = 1 ns was chosen as a probing signal. As a result, a number of dependences 
(on time), of the normalized magnetic-field density in different model illumination conditions 
and a horizontal polarization of the incident plane wave have been obtained. These results are 
presented in Figs.2 to 5. The following parameters were taken for the lower half-space: s = 7, 
fi - 1. The pulse signal responses at the height of the sphere lower point above the surface, 
Z= 0,5 m, for 0 = 45° and 6 = 15°, respectively, are shown in Figs.2 and 3. Responses in the 
case that the sphere touches the L plane, for 0 = 45° and 0 = 15°' are shown in Figs.4 and 5, 

respectively. 
In all figures the time (in nanoseconds) is counter along the horizontal axis. The relative 

response, 2^rxl0^^(/), where r is the distance to observation point, p is the horizontal 

polarization unit vector of receiving antenna, is counted along the vertical axis. 
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CONSTRUCTION OF BESSEL-TYPE BEAMLIKE 
SOLUTIONS TO THE MAXWELL EQUATIONS 

Victor V. Borisov 

Institute of Physics, St.Petersburg University, St. Petersburg, Russia 

1 The aim of this report is to construct the transient solutions to Maxwell's equa- 
tions describing the Bessel type beamlike TM waves in free space. We suppose that the 
current pulse of special transverce and angular distributions belongs to a plane that is 
at rest or starts its motion with a constant velocity v at the fixed moment of tune The 
explicit solutions of the initial-value problem are the transient beamlike modes of the 
cylindric coordinates system. We discuss peculiarities of these solutions, which describe 
both transient and steady-state waves. In the previous communications, the beamlike 
solutions: a scalar steady-state wave [1] and a transient electromagnetic wave of TE type 
[2] produced by immovable sources, were obtained for the modes of order zero only 

2. At first, we obtain the explicit solution of the scalar problem 

v^-|^ = -i;   tf = J = 0,r<0. (i) 
or1 c 

Here T==tcis the time variable, c denotes the velocity of light. We suppose that the 
source of the wave perturbation in the cylindric coordinates p, <p, z is given by 

j = h{r)8{z - ßT)f{r)exp{irrup)Jm(ap),   ß = v/c, (2) 

where h(z) is the Heaviside function, S(x) is the Dirac function, Jjfip) is the Bessel 
function of the first kind, m is an integer, and a > 0 is a constant. 

Separating the variables <p, p and using the Riemann formula, we obtain the solution 

of the problem (1), (2) in the form 

,. ^. f^yp) /; «s (^) JO (a^^f^)=^(^)- 

where r, = (1 - /^(r - ßz), zß = (1 - ßrV\~ fr), T = rß - zß if z, > 0, 
and T = TB + Zß if zß < 0. One can interpret the wavefunctions Vm as beamlike modes 
in cylindrical coordinates having the same profiles for arbitrary time-dependence of the 
source It should be noted that the function $ is a solution of the telegraph equation m 
1-D space Hence, the time-longitudinal structure of the above modes is similar to both 
the transient plane waves in colHsionless plasma and transient guided waves. In partic- 
ular case of the time dependence /(r) = ?kr (* is a constant), one can represent * by 
means of Lommel's functions of two variables Un{w,z) or Vn(w,z) (see [2] for extended 

consideration). 
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3. Now express the components of the TM electromagnetic field vectors E and B via 
the Bromvich-Borgnis potential II 

Then Maxwell's equations together with the initial conditions E = B = 0, r < 0 yield 
the scalar problem (1) where </> = f and j is the non-zero component of the current 
density vector J = ezjz. Therefore the solution (3) permits us to obtain the components 
of the magnetic induction vector B by differentiating the wavefunction </v> with respect 
to the variables <p or p. To calculate the components of the electric field strength, one 
should integrate solution (3) with respect to the time variable. 

4. Consider the limiting case of the current pulse which travels with the velocity of 
light. When zß < 0 and ß = 1 we have from expression (3) 

^m = le^Jm(ap) rdsf(s/2)J0 (ay/(T-z){T + z-8)) = ^Jm(ap)Hr,z),r±z > 0. 
2e J0 J (5) 

In the particular case of f(r) - ekT, one gets 

$(T) z) = (i/cfc) [Ui {w, z) + iU2{w, z)], (6) 

where w = k{r + z), and z = asfr^J^.  We rewrite the above expression using the 

functions Vn(w, z) [3] as 

$ = (1/cfc) ei(*(r+*)+4<T-a»-f + V^w, 2) + iV0{w, z)] (7) 

and supposing that f = ^y^I > 1 obtain the steady-state wavefunctions 

The condition f > 1 determines the space-time domain where the steady-state waves 
exist. Hence the boundary of the above domain is 

z = ßoT,   ßo = (a2-k2)(a2+k2)-\ (9) 

where ßo > 0 if a2 > k2 and ß0 < 0 when a2 < k2. It is easy to verify that the equation 
£2 _ (£/c)2 _ fl2 where Q denotes a frequency and k denotes a value of wave-vector, is 
satisfied if (be = \k2 + a2)/(2k) and k = (fc2 - a2)/(2fc) or w/c = * and fc = V*2 - a2. 
It should be noted that we do not obtain the localized wave structures of Brittmgham's 
type in the case of a source moving with the velocity of light. 

5. Let us discuss the axisymmetric solution of the wave equation (1) for the Gaussian 
transverse distribution of the immovable source 

j = (l/2%)S(z)f{r)exp(-p2/a2) r > 0, j = 0 r < 0. (10) 
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One can verify that the function 

is a solution of the problem (1) and (10) in the space domain z > 0. Here I0(z) is the 
modified Bessel function of the first kind. One can see that the transverse distribution 
of the above wavefunction has, in general case, a variable profile. Changing the function 
6{z) in (10) to 8{T - z), we obtain the source moving with velocity of light. In this case 
the solution of the scalar problem (1) describes Brittingham's focus wave mode forma- 

tion if /(r) = eikT (see [4]). 
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EVOLUTIONARY BASIS AND OPERATORS OF TRANSFORMATION 
OF NON-STATIONARY WAVES IN PERIODIC STRUCTURES 

Andrey O. Perov 
Institute of Radiophisics and Electronics of National Academy of Sciences 

12 Ac. Proscura Str., Kharkov 310085, Ukraine 

A new approach to solution of model problems of the linear non-stationary theory of gratings is presented. 
Its foundation is formed by the operator method in the space of "evolutionary" bases of non-stationary signals. 

Development of the spectral theory of gratings [1] made it possible to clarify the basic 
directions of analysis within the time domain. The problem of development of both the 
mathematical models adequate to situations dealt with and numerical-analytical methods of 
their realization has become a high priority one. The proposed method of solution of this 
problem is based on the description of the scattering properties of periodic structures in terms 
of the operators of transformation, the latter being qualitatively identical for all the regular 
sections of the Floquet channel of the "evolutionary" basis of the non-stationary wave. 

Consider a model initial-boundary problem (see Fig. 1) 

[u{g,t)] = F(g,t),   t>0;   g={y,*}zQ 

u(g,tto=M ftfML=*fe> (1) 

M[U(g,t)ig£S=0;   u\^{2n^ = ^m^)u\^^tl   t>0 

assuming that the functions F(g,t), <p{g), ^(g), s(g)-l, a(g), which are finite in the 

domain Q = R\hÄS, R = {geR2:0<y<2n, M<°o), satisfy the conditions of the theorem 

of unique solvability of (1) within the Wl(QT), Q
T
 =Qx{Oj), T«X energy class 

(Sobolev space) [2]. Here: M is either an identical operator in the E-polarization case of 
U[y,z,t) =EX, Hx = Ey = Et = 0, or an operator of differentiation along the outer normal to S 

in the H-case of U = Hx, Ex = Hy = Et = 0; S is the boundary of perfectly conducting 

grating generatrices at the period 0< y<2n; R2 is the plane of variables y,z; g= {y,*}, <& 

is a real parameter of the Floquet channel R; real-value functions e(g) Z1 and a(g) determine 

the influence of the Floquet channel nonuniformity on the velocity of propagation of 
perturbation and on its dissipative characteristics; intS is the closure of domains in R filled by 
metal (i.e., the section of the grating metal generatrixes by a plane x = const). 

In the specific case of a Floquet channel that is regular on the whole lengths (intS = (D, 

Jg\ -1 = o{g) = o), we shall present the solution as an expansion 

U(g,t) = Zvn(^hM   8*Q,   t>0, (2) 
n 

in  terms   of the   system   of eigenfunctions   //„(^) = exp(/l„^)(2^) ' ,    \=n + <&, 

„ <={n) = o,±l.„ of the homogeneous boundary problem produced by (1) after separation of 

the lateral coordinate v. 
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The expansion coefficients   vm(;t) = G(A„)*/„ can be obtained as a convolution of functions 

-S®-cMha*aH(*AK(*) '«»dc» are the Fourier coefficients of F(g,t), <f{g) and 

¥(g) functions, respectively, when the latter functions are series-expanded in terms of the 

basic system (AW),; *(...) is Heaviside's function; *«(...) » the generalized derivative 

of the order of m of the delta-function; Jm{...) is the Bessel function. 
Expansion (2) gives both the general and the particular (corresponding to the given sources) 

form of the field of a non-stationary wave propagating in the regular Floquet channel. Its 
change both in space and in time is completely determined by the system of functions 

v(»,o=fc(*,0}B>the Pr°Perties of which Justify its role of the universal "evolutionary 
basis" of "non-stationary wave in any finite regular (containing neither sources nor 
discontinuities) piece of the strip R. . 
Suppose now that a wave of the type (2) is exciting an open periodic resonator shown in Fig. 1. 

!2(z?   .w. A:_~*Q Excitation field t/'fe,/) = 2 v»(*»')w) 

we consider to be non-zero only in the reflection 
owl v* 2J^/ y(y')-   zone A with *, > 0 (the upper boundary of the 

'#+*^$\    discontinuity of the Floquet channel R is located in 
WZ$:xjx     *j = 0  plane). We present the secondary field 

-cTj—;       /    ;  "'''''y2   arising both in the reflection zone (A) and   in 
transmission one (B), propagating  in the positive 
directions of zl and z2, as 

^l u'J(g,t)=1£w.J(*j,t)fi.{y), *, *oj = u (3) 
» 

Further we introduce, by expressions 

+ Ttt
Bt(t-T)%]vm{0,*)drJ = l,2-,n,rn = 0+l.., (4) 

the boundary values ( on the boundary *, = 0 of the discontinuity of the channel R ) of the 
operator of transformation of the evolutionary basis of a non-stationary wave coming from the 
upper half space (from the region A): 

-m-{^M}ARAA'%+TBA^Mo>^ j=i>2- (5) 

It is obvious that together with the expressions [3] 

"./(vM-'oW.«'-*)2 -^Mit-^-Zj^jMdr,. Zj >0,   j = l,2, (6) 
0 

specifying the diagonal operators E^,) and EB(z2): 

^X^'^KX^'1=[E'^)^+EB^^K(0'T) '**W=V- (7) 

monitoring the field changes during a "free" run of wave over a finite distance in the regular 
section of the channel R, the operators RM and TBA completely characterize all the scattering 
properties of the grating under its quasiperiodic excitation from the halfspace A. 
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By detenrrining, as is the case with RM and 
TBA, the transformation operators Rm and 
TAB  of the evolutionary basis of the non- 
stationary wave coming from the halfspace 
region  B,   at  the  boundary   z2=0,   and 
considering such operator sets to be known for 
individual elementary gratings, we develop an 
algorithm of solution of the problem arising in 

#/;>;•;/;;;;  the analysis of the scattering properties of the 
:ir,IJ;  complex structure containing those gratings. In 
::::::::::::::::::::  the  model  situation  shown  in Fig.2,  the 

structure contains two 2n -periodic gratings I 
and II located one above another in parallel 
planes. The gratings are connected through the 
Floquet channel B having a finite length /. 

Keeping the same notations as accepted before ( the obvious changes are caused by 
presence of two different gratings I and II) and following notations (3) - (7), we obtain ( see 

Zjffl). *m 
C I 

Fig. 2 

w \"-JJ- 

(8) 

Fig. 2, Wj{i) ~ dl ot.i:W*',V^W>'/L,(i)=o' anu 31"aiaixy 1V" 

w[(i)=i?-(i)[v] + r-(i)E^(^;(n)];   w\(n)=R"{np°(i\w\(i)} 

'w;(i)=^-(i)[v]+i?-(i)EB(^i(ii)];   >v;(n)=r-(n)EB(^^(i)]. 

By the method of elimination, system (8) is reduced to the operator equation of the second 
kind with respect to the unknown vector-function w2 (I): 

and to the transformation formula determining all the components of the field formed by the 
structure. 

The initial "complex" problem has been converted to a form admitting a direct inversion. 
The operator in the right hand part of (9), because of the finite velocity of propagation of 
perturbations, influences the unknown vector-functions w'2{l) having values relating only to 
the time moments previous to the calculated one. The "complex" grating is reduced to the 
category of elementary ones after calculation of elements of the boundary operators according 
to (4) and (5). 

The model situations considered above demonstrate practically all the basic features of the 
proposed method at the stages both of description of the scattering properties of gratings in 
terms of boundary transformation operators and of construction of algorithms of the analysis 
of complex periodic structures. 

1. V.P. Shestopalov, Yu.K. Sirenko, Dynamic theory of gratings, Kiev: Naukova dumka, 
1989. 

2. O.A. Ladyzhenskaya, Boundary problems of mathematical physics, Moskow: Nauka, 1973. 
3. Yu.K. Sirenko, V.P. Shestopalov, N.P. Yashina, New methods of the dynamic linear theory 

of open waveguide resonators, J. Comput. Math, and Mathem. Physics, 1997, Vol 37, 
JV« 7,. pp. 869-877. 

Kharkov, Ukraine, Vllth International Conference on Mathematical Methods in Electromagnetic Theory 



MMET'98 Proceedings 

Transient Analysis of Transmission Lines with 
Time-dependent Terminations and General Input 

Ahmad Cheldavi: Iran University of science & Technology, Narmak, 
Tehran, 16844, Iran, Fax: +98-21-7454055 , Tel: +98-21-7808022 
E-mail: cheldavi@ece.ut.ac.ir 

Abstract 

In this paper an exact time-domain solution for wave equation in lossless 
TEM transmission lines with time-dependent boundary conditions in the 
input and output terminals will be peresented. 
First a mathematical closed form time-domain solution for the wave 
equation in lossles TEM transmissions lines subject to arbitrary 
terminations will be peresented, then this general solution will be 
specialized for some time dependent resistive terminations. 
Foundomentals of transient analysis of teransmission lines with random 
inputs such as white noise also was considered in this paper briefly, in the 
latter situation the results are in the form of some statistical parameters, 
such as, correlation function, mean, variance and spectral density of the 
voltage or curent stochastic processes, in the line as a function of time and 
distance. 

1- Introduction 

Time dependent loads especially loads with sinusoidal variations are very 
important in engineering and modelling the actual behaviour of some 
physical phenomenas. moreover when the parameters of the input to the 
line is not completely known, then frequency domain methods fail to solve 
such more complicated problem exactly, so we will use the time domain 
approch to solve such problem. 
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2- Mathematical Tools 

The main problem is shown in fig.(l) 

Rg d 
-o- 

zL(t) 

X 

Fig.(l) 

Time domain exact solution for the voltage wave propagation in this line, 
using dallamber solution is, [1]: 

v(X)t) = MEK^Vg(t-x/u-2md/u) nKL[t-x/u-(2k-l)d/u] 
m=0 k=L 

+ Ml K^vJt + x/u-amd/u) flKL[t-x/ii-(2k-l)d/u] 
m-r k=0 (1) 

in which v, Kg and KL are velocity of the wave and reflection coefficients 

in the source and load terminals, respectively. 

v       Rg~R°    yj, R0 Y   (t\     Zh^ ~ Z° (7\ K^VR;'M-Rg + R0'
KL(t)-ZL(t) + Z0        

(2) 

3- Statistical Results 

If the input to the line is a stationary white noise with mean My and 
correlation function Ry(x), the steady state voltage mean and correlation 
function as a function of time and distance will be (for ZL(t) = RL): 

^M-*^*        (3) 

Rw(x,t) = M2(l + K2
L) Ry(x) + KJRy(T - 2(x - d)/u) 

+ Ry(T + 2(x-d)/u)] (4) 
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4- Sinosoidal Load Termination 

Here we present two examples for the sinosoidal load terminations. 
Figure (2) shows the voltages in the middle of a 20m length line with 
Z0 = 50        ,     Rg = 150        ,     Vg(t) = Sin[(27cxl06)t]u(t)     and 

ZL(t) = 20+10Cos[(27txl06)t] . 
Figure (3) shows the voltages in the middle of the same line, but with unit 
step input, and the load is ZL(t) = 50+50 Cos [(2* x 106)t]. 

5- Reference 

A.Cheldavi, ROraizi,  and NLKamarei;  "Time Domain Analysis of 
Teransmiton Lines" proc. of. 25th EuMC, Bologna, Italy, Sep. 1995 

Itagc     Seal«:     0.162 Input:sine Wave     f=re<iuenc.M<Hj jiJöbudön 

i'.-O- 
jt'.l 

;i..a 

l'-3 

'■••♦ 

1.6 
> :f 
1.8 
■ .9 
ID 

--    - FI&.2 
Uoitsoc    Seal«:    d.'Sis'"  iotmt :S.juiF«aTüla«~ ' ~ÜTä&>~<^c .'>■.-   MioTöÖÖBäÖÖIÄ) 

l.O, 

:::: - /   \ /   \ 
'.!.T 

".• 
•!.S 

.".4 

".3 

!>.2 

II. 1 

fits 
t^,.^,    r»-..„.-,„    l/mi,  l^™„«™nl r™t„r„„™   ™    Mntt.0r*n*i™l M»tU„J, ,„  Plortrnnnavetir Thenx^. 



MMET'98 Proceedings 327 

FDTD METHOD IN PROBLEMS OF PENETRATION OF TRANSIENT FIELDS OF 
ELECTROSTATIC DISCHARGE INTO A CAVITY 

P. Shubitidze, R. Jobava, R. Zaridze, D. Karkashadze, R. Beria, D. Pommerenke,** S. Frei* 

Laboratory of Applied Electrodynamics, Tbilisi State University 3 Chavchavadze Ave., 
Tbilisi, 380028, Georgia, Tel & Fax: +995 32 290845, e-mail: lae@resonan.ge; 

♦Technical University of Berlin, Germany 
»»Hewlett Packard, Roseville, USA 

Abstract - FDTD (Finite Difference Time Domain) method is a well-known method for numerical solution of 
Electromagnetic Compatibility (EMC) problems. In this paper this method is used to calculate the shielding 
efficiency (SE) of enclosure with aperture. Transient fields related to indirect Electrostatic Discharge (ESD) are 
used as incident fields to investigate EMC problem of aperture penetration into cavities. 

Metallic shields are commonly used to protect the equipment, sensitive electronic parts of 
which can be disturbed or even destroyed by transient EM fields. Practical shielding enclosures 
always contain many apertures such as vents, cable feed-through and seams that allow electro- 
magnetic energy to couple into the structure. This paper presents a numerical study of the 
coupling of transient fields radiated due to Electrostatic Discharge (ESD) into the metallic 
enclosure with aperture. Computer simulation of ESD is done using a full-wave Method of 
Moments in time domain for discharging bodies of revolution located near the ground plane [1- 
4]. For a discharging structure shaped as spheroid that can be considered as a model of human- 
hand related ESD, calculated arc currents and fields were compared with experimental data 
and showed a sufficient for EMC applications accuracy of the developed technique [1-4]. Such 
realistic fields are used in this paper as incident fields to investigate aperture penetration into 
cavities. Time domain analysis has been done by using FDTD method. 
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Fig.l. Node structures FDTD cell after Yee [5]. Fig. 2. Configuration of the shielding enclose. 
(All dimensions in mm) 

We describe here briefly the FDTD algorithm. It is based on the discretization of the 
Maxwell equations according to the field component definition illustrated in Fig. 1. For 
instance, consider the magnetic field components normal to the face of the cubic cell and 

discrete coordinates i, j+-, k+- and time n+-. By using a central difference of the time and 

space derivatives, it can be updated from its value at the previous time step and from the 
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electric field components located at the edges of the face at the previous time step, in the 

following manner: 

(E^iJ+Lk+D-E'dJ+Lk))] 

where A and At are the space and time steps, respectively. Similar recursive formula can be 
established for the remaining field components [5]. To ensure numerical stability, time and 

space steps have to satisfy the stability criterion (cubic cell): A* V3c, where c is the light 

velocity of the medium. The modeled and experimentally measured enclosures are based on 
cubic metallic box (Fig.2) with reconfigurable front panel. Here we will limit ourselves to some 
results for the cylinders with rectangular aperture cut in the center of the front panel. The 
configuration is excited by the plane wave having the same time dependence and magnitude as 
a transient field of ESD at some distance from the discharging body. 

In all calculations below, a metallic spheroid of semi-axes a=31 cm and b-5 cm is chosen 
as a discharging object. Spheroid is charged to some voltage denoted as V. Discharge occurs 
at a distance h from the plane. Fig. 3 shows radiated electric fields for two different cases: a) 
V=5 kV, h=0.7 mm; b) V=10 kV, h=1.0 mm. Observation point is located at the ground plane. 
The distance to the point of observation from the location of arc is lm. 
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a) b) 
Fig.3. E-field radiated by ESD from spheroid 0.31m and 0.05m semi-axes: a) V=5 kV, h=0.7mm; b) V=10 kV, h=l .Omm. 

We estimate the shielding efficiency of the cavity as a maximum of field inside the cavity 
normalized to the incident pulse. Characteristic time duration of the ESD fields from the 
described above geometry dictates the low-frequency scenario of aperture penetration. To 
investigate the characteristic behavior of ESD fields penetrated into aperture, we calculate 
aperture penetration of the fields of ESD into infinite perfectly conducting cylinders with 
rectangular cross sections. The code described above determines the complete electromagnetic 
field in the space surrounding the cylinder for all time moments of interest. This massive of 
information can be used to obtain a better insight in the field coupling phenomena. For this 
purpose we present the field portraits in Fig.4. 

These portraits show the electric field in the space near and inside the cylinder for 
different moments of time. In Fig. 4, for the moment ct=2.815 m the incident pulse approached 
to the cylinder and the energy began to penetrate via the aperture. The next portrait shows a 
cylindrical wave inside the cavity with the center located at the aperture. This field propagates 
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with a small reflection from the walls. Reflection can be detected via curvatures seen after the 
first peak in the pulse inside the cavity. At ct=3.75 one can see the moment when field reaches 
the right wall of the cylinder. After this, the field begins reflecting from the wall and focusing at 
some points. As the aperture is quite wide, the incident field is penetrating inside, and all the 
portraits in Fig. 4 can be explained by considering the pulse propagation inside the cavity. After 
some time we can expect to see resonant fields inside the cavity. 
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-0.5 0 0.5 
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-0.5 0 0.5 

ct= 4.375 m 

Fig. 4. Time-history of the field inside the cavity. Width of sides of cylinder lm. Size of rectangular aperture: 0.3m 
Incident field is radiated by ESD fiom 90° (5 kV, 0.7 mm). 

These results show that time-domain analysis has its own peculiarities that should be 
considered carefully from the physical point of view. In the future work our attention will be 
focused on the investigation of transient field coupling in the cavities having different shapes. 
Different kind of ESD events (voltages, arc lengths) will be also considered. 

We want to thank the Volkswagen Foundation for sponsoring this work. 
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Abstract. A transient field radiation of the coaxial waveguide aperture is considered. The 
approach used is based on the Evolutionary Equations Method in the case of electromagnetic 
waves propagation in free space. Three-dimensional problem is solved analytically in time 
domain by means of the Separation of Variables Technique. The results are illustrated by 
numerical simulation. 
Introduction. The application of superwideband signals shows promise for the development of 
communication systems. In parallel with the classical approach to the problems of transient 
signal radiation, the analytical methods in time domain attract particular interest because of 
their clarity from the energy and information standpoint. A technique of this sort is the Modal 
Basis method, which was intended originally as the procedure of solving the electromagnetic 
problems in resonators [1] and waveguides [2] filled with nonhomogeneous-layered nonlinear 
mo/lmm 

The essence of the method is a construction of coordinate basis in the cross section 
plane and an expansion of the transversal field components in terms of the eigen functions of 
this basis. Unknown expansion coefficients can be evaluated from the set of evolutionary 
equations that can be recast into three independent partial differential equations, of which two 
Klein-Gordon equations in longitudinal field components govern independent propagation of 
the H- and E-waves. The third wave equation describes propagation of the TEM-waves in the 
waveguides with multiply connected cross-section contour. These equations can be solved in 
the time domain by the separation of variables method or the Green's function technique, 
according to which transversal component amplitudes are found by differentiation of the 
obtained solution with respect to time or longitudinal coordinate. 

This approach has been applied to the transient field radiation problems [3]. The self- 
adjontness of the matrix operators constructed in the plane of cross-section is ensured by the 
boundary conditions on the perfectly conducting metal in the case of interior problem, whereas 
the self-adjontness of the same operators in the case of exterior problem is provided by the 
condition of radiation. The former case is characterized by the discrete spectrum of eigen 
values while the latter case is marked by the continuos spectrum of eigen values. In response to 
the change-over from discrete spectrum to the continuos one, the eigenfunctions are modified 
and the problem solution is an integral of modes over spectral parameter from 0 to oo rather 
than a sum of modes. The problem of unknown evolutionary coefficients evaluation is basically 
the same except for the transversal wavenumber not being a constant but an integration 
variable. 
The Statement of the Problem. Let a TEM-wave with an arbitrary time dependence 
propagates in the direction of increasing the longitudinal coordinate z in the semi-infinite 
coaxial waveguide with the outer radius R and the inner one r. According to [2], 
electromagnetic field in the interior of the waveguide is presented as 

:p°' {,./pln^|/(«-z) ;   // = 4/pl»l)f/(c,-Z), (1) 
where /(•) is an arbitrary function which defines the time dependence. 
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Suppose that coaxial waveguide has an open end with infinite flange in the cross 
section at z = 0. We use the free-space electromagnetic field expansion in terms of the Modal 
Basis from [3] in the absence of currents and charge sources: 

»1=0 o °l "=<>0 UL 

H(p((p,z,0 = 2j^VVfflfÄ)B-i:j^0xV(bn]60-.„; (2) 
w=0 o 0Z «=0 o a< 

00   00 m   oo 

//Z(P,<P,Z,*)=£JXVXVI/A; £,(p.<M.*)aEj52<^M»' 
m=0 o n=° 0 

where the functions v|/OT(p,cp; x) = ^m(xp)^"""/Vx and $„{?,(?,£) = J„(&)ein*/^ determine 

the field distribution in the cross section, /v() is the Bessel function of order v, hm and en 

are the evolutionary coefficients to be found, which must obey the equations 
1  d2     d2      ,w^   „      13 ^kw^fe-^^W81 

[c2dt2 dz2 * j wv ^ ' |/ö*2 dz2 

One should match together all the field components at z = 0 and make sure that the H-wave 
radiation is absent, since hm(z,t;%) = 0. The boundary and initial conditions on the Klein- 

Gordon equation solution are of the form: 

<z,^)U=0; |<z,^)|2=o=^o[/o(^)-^(^)]|^-^)|z=o)/ln^;     (3) 

<z,/;y|r=0=0; !"<*,*£)U=0, 

where e(z,t)^) ^ e0(z,t;^) because en(z,f,^) = 0 at w*0 by virtue of axial symmetry. We 
impose the first condition implying that the field amplitude equals to zero at infinity. It will be 
desirable to specify the function l{ct - z) in the following manner: 

,       .    [ct-z,   ci-z>0; 
Iict -z) = < v       ;    [   0,      ct-z<0. 

Hence, the time-dependence of electric and magnetic fields at the waveguide open end has the 
step shape given by expressions (1). 

If we set up the problem 

for    the    new    function     B(z,t;^) = — e(z,t\Z\     with    the    boundary     condition v dz 

B(z,rt)\z=0 =C($H(t),where Cft) = (qi0[/„(4r)-/0(^)])/ln^. H(l) isHeaviside's 

function, we can write immediately the solution: 

a(*«) = cft)[/.(tV??^i)+2i(f=i)"yJ.(tVS^?)j. 
which was obtained by means of separation of variables method in [4]. With the other 
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conditions (3) we find the evolutionary coefficient 
\ m+- 

ijp&tt)- (4) 
m^ct + zJ 

One can draw on formula 2.12.42.2 [5] to find transversal field components of H and 

E from (2) by using the first term of the series (4) that yields a leading contribution to the 
electromagnetic field at great z and t. Precize values of the field strength are obtained from 
(2) by the numerical integration with respect to £. 
Numerical Illustrations. The time and angle dependences of the transversal electric field 
strength are depicted in Figure 1 ( r = 0,5 m, R = 1 m). The time scale is given in the units of 
(ct) The distance between the centre of the waveguide open end and the observation points 
equals to 10m. Transversal field components are approximately proportional to each other at 
the chosen observation distances. The dependence of the signal energy in the sector of 0° -10° 
on the distance is illustrated in Figure 2. The energy in a fixed sector becomes constant starting 
from some distance, but the longer this distance the more part of the energy concentrated near 

the axis 02. 

9,90 9,95 10,0010,0510,1010,1510,20 
ct, m 

20 30 

Distance, m 

Fig. 1. Time and angular dependence 
of the transversal electric field component. 

Fig.2. Signal energy in the sector of 
0° -10° at different distances. 

Conclusions. Transient signal radiation of the coaxial waveguide aperture has certain features 
of electromagnetic missile. These are: anomalous slowly decreasing amplitudes of field and 
considerable concentration of the signal energy near the longitudinal axis 02. A uniform 
distribution of the field at the aperture is obviously not needed for electromagnetic missile 
radiation. The main condition for the radiation of such a signal is infinitely fast jump in the 
time-dependence of a source. ,.,.,,       •,       „ XT/= 
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SOME EXACT SOLUTIONS FOR ELECTROMAGNETIC FIELD IN MEDIA 
WITH DD7FERENT TYPES OF TRANSIENT CONDUCTIVITY 

Irena Yu.Vorgul 

Applied Electrodynamics Chair, Kharkov State University, 
4 Svoboda Sq., Kharkov, 310077 Ukraine, e-mail: ira@unicom.hharkov.ua 

Abstract Electromagnetic field transformation in the media with continuously time- 
varying conductivity is studied by solving Volterra integral equation for the field. Exact solutions for 
the fields are obtained for a continuous temporal variation of the medium conductivity from one 
constant value to another, and for time-splashing conductivity. Their analytical and numerical 
analysis shows features of wave splitting on the non-abrupt temporal step of conductivity for the 
former case, and spatial field re-distribution for the latter one. 

Investigation of electromagnetic field behaviour in transient media started from 
the simplest but fundamental case of abrupt temporal change of media parameters [1- 
2]. It has been shown for different media that the time jump of media parameters leads 
to electromagnetic wave splitting onto direct and inverse ones [1-3]. Only a few works 
dealt with continuous temporal changes of environmental parameters, as such the ones 
by F.A.Harfoush and A.Taflov [4] for harmonic time-dependence and by ANerukh 
[5] for an approximation of continuous change by a sequence of abrupt ones. In these 
works the problems usually were solved numerically or approximately and only a few 
types of continuous dependences were considered. 

In the presented work we consider electromagnetic field transformation for two 
cases of the conductivity continuous time dependences. The first is the conductivity 
changing continuously from one constant value to another, which is actually a more 
accurate description of the conductivity jump. The second one is a medium with time- 
splashing conductivity. Such a dependence of conductivity describes many natural and 
simulated processes having a splash character, especially those which arise due to 
discharges. 

The problems solved exactly display the advantages of a more general analysis, 
avoiding any doubt about the solution accuracy. 

PROBLEMS FORMULATION 
The transient media are assumed homogeneous, and the fields are considered to 

have only a component which is normal to the x axis and independent on the y and z 
coordinates. That is, one-space-dimensional problem is to be solved. 

The conductivity nonstationarity starts at t = 0 moment. Et is an electrical 
component of electromagnetic field before the medium change, also called the incident 
field. 

First type of nonstationarity is described 
by hyperbolic tangent, as Fig. 1. shows. It 
includes    cases    of   the    conductivity 
increasing and decreasing. 

Fig.l 

Kharkov, Ukraine, Vllth International Conference on Mathematical Methods in Electromagnetic Theory 



334 MMET'98 Proceedings 

The conductivity time splash in the second case is determinated as 

CT (t )= a 0{A (t + c)< a t 

a(t-x) 
1 + a l + 

2 a 
x + c 

0) 
} (t  +   C   )f  d  X —       1   +  u.       -r   J-- .2 

which can be a splash in the positive values of conductivity (Fig.2(a)) as well as in the 
negative ones (Fig.2(b)). 

0.02 

0.5 

Fig.2.Dependences of conductivity time-splash shape on a   and   a  in  (1) 

The field E after the nonstationarity starts is to be found, that is we are 
interested in the transformation of the incident field in the transient media,. 

No restrictions on the time and space (one-dimencional, as mentioned above) 
dependence of the incident field were made while obtaining an analytical solution of 
the problem. Numerical analysis is carried out for the incident field taken as a plane 
harmonic wave. 

Mathematically, the problem is formulated in terms of Volterra integral 
equation for electric field that has the following form in one-space-dimensional case: 

E(t,x)=E1(t>x)-^fdt'a(t')Jdx'5(t-t'-lX-XXJE(t''x')      {l) 

where 5 is Dyrak's function , s is a dielectric permittivity, and  v = ^ is the %ht 

velocity in considered media . 
PROBLEMS SOLUTIONS AND THEIR ANALYSIS 

1) The former problem is solved by reducing the integral equation (2) to a 
partial differential equation for the field E(t-x/v,x)at the shifted time moments. 
After some manipulations it is reduced to a first-order partial differential equation 
which can be solved. 

2) The problem for the conductivity splash is solved by resolvent techniques 
[6]. When the incident field is a plane harmonic wave the following exact solution for 
the transformed field is obtained: 

* E(tx)/En=  2-eat)cos-x+ sin —x + (l/c-a- Acfcos—x 

*_L j(t+c)cJo(t-t)-Jq.(t1)*lU' oM^tVPft)- (3) 

Kharkov, Ukraine, Vllth International Conference on Mathematical Methods in Electromagnetic Theory 



MMET'98 Proceedings 335 

Its asymptotic and numerical analysis shows that when the splash is large, the 
incident field amplitude reduces very quickly and before the conductivity starts 
decreasing it already is equal to zero. In this case the field completely disappears 
during the conductivity splash and does not appear after the conductivity becomes zero 
again. 

In the opposite case of a small time-splash of conductivity, the field is 
decreasing before the conductivity reaches its maximum value and increasing after this. 
When the conductivity has completely disappeared the field takes its initial form. 

In the intermediate case, the field was calculated by the exact formula for 
different values of x. The field time dependence here has a very short splash. Its 
maximum value is more then 4 times as much as the initial field amplitude. It reduces 
to the initial value before the conductivity reaches its maximum. These results are for 
x = 0, that is for the points where the initial field had its maximum at the zero time 
moment. For x = % 12 the field time dependence shape seems to have the same form, 
but the field values here are hundred times less and do not reach the values of initial 
field at the corresponding moments for constant conductivity. For x = % 14, the field 
splash having the same form as two ones mentioned above, is about one and a half 
times less than for x = Ü. 

Thus the field under the influence of intermediate time-splash of conductivity is 
focused in the planes where x is divisible by % that is where the initial field was 
maximal at the moment the nonstationarity turns on. 

I 

W-       //A 

u £*' 
-11. 'i 

/i).,' 

The opposite situation take 
place in the case of large 
conductivity splash 
(Fig.3).The field is focusing 
here in the planes where x 
is divisible by % I 2, that is 
where the initial field at 
zero moment was equal to 
zero. It can be due that at 
the planes where the initial 
field was maximal it had 
time to disappeared before 
the conductivity began to 
reduce. 

Fig.3. 
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TRANSIENT ELECTROMAGNETIC FIELD IN A DISSIPATIVE 
MEDIUM WITH RECTANGULAR PULSE MODULATED 

PARAMETERS 

0. Rybin, A. Nerukh 

Kharkov Technical University of Radio Electronics, 14, Lenin av., Kharkov, 310726, Ukraine 

A plane electromagnetic wave transformation by a series of repetitive variations.of infinite 
melmTarameters is considered. This variation is a modulation of both the penmttivrty and 
ZxLuctivity with a rectangular-pulse law. Expressions, which characters the electric field 
evolutionary with time, are derived. The time dependences of both the permittivity e(f) and 

the conductivity a(t) of the medium are assumed as: 

k=\ (1) 

„,A _ «, v fMt - (k -1)7) - 9(.' - ti - (.* -1)7)}, 

As it follows from (1), a periodicity of the permittivity and the conductivity variations is t2. 

During one part ofthis period, of the duration xi: s(0 = 8i,o(0 = <»b during the other part: 
s(0 = e0 o(0 = 0 that is at these ones they have the same magnitudes as for t < 0. 

To solve this problem an evolutionary approach [1] based on the integral equations method 
is used. To this end, the time half-axis is decomposed to the time intervals where the medium 
parameters are constant. The expressions for the electric field are 

t     °° 
E„(t,x) = F„(t,x)+  \df jdxf Rn(t,t\x,x<)F„(t\x% 

F„(t,x) = E0(t,x) + S   \df \dx' Ki(t,t',x,x')Ei(t',x'). 
i=l tj-l   -oo 

Here 

(2) 

^•^-^^iy^-^^f^1^ 
K(t,f,x,x') = - 

$(v0(t-?)-\x-x\)(       1 
^ö1+^(l-a2)-e in     the      intervals 

(i-i)T<t<x\ + (i-l)T, 

L        2-   " 'ftj 

v iv    _,_,     and     R(t,f,x,x') = 0 = K(t,?,x,x')      in     the     intervals 

tl + (/_l)j<f</T,    j = l,...,N.   In   these   formulas:    a = ^o/si»    öI = 2OTOI/EI, 

vi = c/^7, Re VP2 -^l2 > °- 
Let us consider an initial field in the form EQ{t,x) = ei^-kx\ where A = e>/v0. We 

introduce the coefficients, which do not depend on the period number 
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A±    a2 a2-l-2s(s*iq)„-(ä,?WT«»)T      ± =c^a2-l-2s(sTiq)e^mQ±(a))T ^ 
d   = 2^      i(\?q)±s     6 '   8      2iq      i(l±q)±s 

s = äi/ü),q = V?1?,h = Mi,<i = of,   / = (e-^')Tl+'T/2^cos(^i) + i(l + a2)m&l)\ 

h = ^-^-i>xl-ir/2^){25 - /(l - a2)]sin(^i). 

Using the mathematical induction method we derive the expressions for an electric field at 
the arbitrary period: 
E(t,x) = ^"^V"2 +g+e-iltiy°Vei(Qt-kx) + 

for subintervals (/- \)T < t < %\ + (/- IF and 

E(t,x) = V(ntf"fa) +5/e-'^
+fa:), (4) 

for subintervals xl + (l-l)T<t<IT,  7^2. Here, a/= V, b^B^, and a,,»/ 

satisfy the recursion relations 

(5) 
Ujfe+i> 

At the first interval (0 < t < x\)\ ax = -/V/?2,   b\ = to?"2. 
For an analysis of behaviour of direct and inverse wave amplitudes at the end of any period 

one has to consider the relations aM/ai and bM/bi. These relations are determined by the 

equations: 

S±U/-£,  %U/*-AC/, (6) 
ai C/      o/ 

where Q = tf//fy satisfy the recursion relations 

r  ,  -h*+JCl- (7) 

The analysis shows that |C/| > 1 as |Ci| > 1, that is an absolute value of the direct wave 

amplitude Ak is greater than the absolute value of the inverse wave amplitude Bk. The 
analysis also shows that the coefficient Q can be presented in the form 

Real variable X\ satisfies the recursion relation 

v  ,        4«2 (9) 

a2 + 1 
where u = cosfafi) cosfö - h) —2q~ sin(^l)sin^2 ~ *ti • 
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Xi is a function of the period number, for the parameters a = 1,25, s = 0,06, t2 = 16, is 
shown in Figs. 1 and 2. These figures illustrate that variation of X\ and the amplitudes of the 
direct and inverse waves can be periodical (Fig. 1, t^l) as well as monotonous (Fig. 2, 

'1 = 12). 

Fig.l. a = 1,25, s = 0,06, t2 = 16, *i = 7 

Fig. 2. a- 1,25,5 = 0,06,t2 = 16,'i = 12 

1. A.G. Nerukh, N.A. Khizhnyak, Modern Problems of Nonstationary Macroscopic 
Electromagnetics, Kharkov, Test-Radio Publ, 1991, (in Russian). 
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OPTIMUM DESIGN OF RADAR PULSES FOR STEALTH TARGETS 
(TIME DOMAIN APPROACH) 

Ahmad Cheldavi 

Iran University of Science and Technology 
Narmak, Tehran, Iran, 16844, 

fax: 98-21-7454055, e-mail: cheldavi@ece.ut.ac.ir 

In this paper, principles of optimum design method of radar nonsinusoidal pulses for 
stealth targets will be presented. To extract the principles of the method, first we have to 
obtain a time-domain performance of the special absorber, which is used on the target. 

Using the results of this time-domain approach, we can design an optimum pulse figure 
to maximize the reflected wave energy from the surface of the stealth target. This optimum 
pulse figure is not necessary unique. 

In this paper we use a single-layer model of absorbing material, but this method can be 
generalized for multiple-layer absorbing materials. 

Also we suppose there is only some attenuation during pulse propagation in absorbing 
material (there is no dispersion). Results of the time-domain analysis of such an absorbing 
layer over metal backing plate, using the transmission line model in [2] can be found in [1]. 
Results of [1] can be specialized for single-layer absorbing material; the main problem, which 
is the transmission line model, was exactly and completely solved in [2]. 

Then we show, for the same absorbing material structure and the same reflected energy 
with [3], one can use nonsinusoidal radar pulses with larger time-width (narrow-band pulses). 
So, it is necessary for time-width of the pulse to be less than propagation delay time in the 
absorbing material (as it was stated in [3]). 

Finally, some optimum nonsinusoidal radar pulses presented for some special 
applications of stealth targets. 
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TRAPPING OF AN ELECTROMAGNETIC WAVE BY THE 
BOUNDARY OF A SUDDENLY CREATED PLASMA HALF-SPACE 

M.I. Bakunov and S.N. Zhukov 
University of Nizhny Novgorod, 603600, Nizhny Novgorod, Russia 

The study of the interaction between electromagnetic waves and bounded plasmas 
with fast growing density is of considerable interest due to its potential applications in genera- 
tion of tunable microwave radiation. Fante [1] was the first who discussed some peculiarities 
of reflection of electromagnetic signals from the plane boundary of time-varying plasma. Later, 
Kalluri [2] presented complete analysis including both steady-state solution and transient proc- 
esses in the case of the reflection of a time-harmonic electromagnetic wave by a suddenly cre- 
ated (switched) plasma half-space. Kalluri and Goteti [3] brought the solved problem closer to 
the practical situation by considering the switched plasma slab. Finally, the effects of a mag- 
netized plasma were examined by Kalluri [4]. 

In all of the above papers, however, only the degenerate case of normal incidence of 
electromagnetic wave on the boundary of time-varying plasma was treated. In this paper, we 
examine the case when the boundary of piasma half-space whose density instantaneously grows 
in time from one value to another is perpendicular to the plane wave front. The distinguishing 
feature of this case is the possibility of creation of surface waves guided by the plasma bound- 
ary. In other words, the part of the original wave energy may be trapped by the boundary of 
time-varying plasma via transformation into surface waves. 

Initially, when t < 0, a plane TM-polarized electromagnetic wave of frequency e>0 with fields 

Ey(x,t) = Bz(x,t), Bz(x,t) = B0exp(i(öot-ihox)      (ho=©0/c) (1) 

propagates in unionized medium (gas) with dielectric permittivity 8 * 1 along the x-axis. Then, 
at t = 0, the plasma half-space y < 0 is instantly 
ionized due to effect of an external ionizing factor 
and the cold collisionless plasma with density N is 
created. The conversion of the wave fields on this 
spatial-temporal inhomogeneity of the medium is 
described by Maxwell's equations and equation for 
electron motion. By applying Laplace transforma- 
tion to these equations and eliminating the Laplace 
transforms of the components of electric field and 
velocities, we arrive at the equation for the 
Laplace transform of the magnetic field [5]. It is 
solved in the regions of the medium homogeneity 
and solutions are matched at the boundary y = 0. 

0 2 4 6 N/Nc Inverse Lapiace transformation defines both 
Fig. 1. The frequency conversion coefficient steady-state solutions (surface waves and free- 
CöM vs the parameter N/Nc (N, = ma>J /4TO

2
 streaming mode) and transient outgoing radiation, 

is critical plasma density for the original wave). TwQ fi.equency down-shifted surface waves 

propagating along the plasma boundary in the opposite directions are shown to be excited. 
Their frequencies are given by  

©, = + ©„, ©_= JöO+-®
2

P-^O+4®J 2> 
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(see Fig. 1) where ©   = ■yJ4%e2l>i/m is plasma frequency and amplitudes are 

(q>;-q>;)(<p,±<p.) 
B+ = Bn 

2&r K + 4< 
(3) 

(see Fig. 2). The limit B+/B0 -> 2 at N -> oo seems to be in contradiction with the law of en- 
ergy conservation. To explain the situation calcula- 
tions for original wave beam of the form 

sin(y/a) 

i Bt/Bo 
2" 

l^—~" 

3 

4   

1- 

(—-X____ N/N 

Bz(x,y,0) = B0 
y/a 

-exp(-ih0x)     (4) 

with hoa »1 have been done In this case we arrive 
at the expression 

B+ -B0 
(©,-©*)(©<>+<0 1 yarctg-      (5) 

with parameter y = h0a^2(\-aj&0) and G>0- cho 

(dashed curves at Fig. 2). Thus, BJB0 grows only 
Fig 2 The amplitucte coefficient B+/B0 (curve l) while the region of surface wave localization near 
and BJBo (curve 2) vs parameter N/Nc for original the boundary is less than the width of the original 
plane wave. The dashed curves show the coeffi- beam. For greater N/Nc the amplitude coefficient 
cient B+/Bo for the original wave beam with hoa = ft+/B0 decreases. 
10 (curve 3) and hoa = 5 (curve 4). The free-streaming mode is excited within 

the plasma half-space and consists of static magnetic field 
„2 r f.,       r- 

B*(x,y) = 
(D, 

®o+rap 

Bz(x,y,0)-B0exp M^ /G)n+©p -ih0x y<0, (6) 

and spatial distribution of dc electric current jst(x,y) = (c/4rc)rotBst. 
To investigate the angular distribution of transient outgoing radiation we use the tech- 

nique proposed in [6]. Spatial density of electromagnetic field energy is integrated over y in the 
limit t -> oo and angular densities of radiated energy in vacuum (wi(8)) and in the plasma 
(wn(0)) are obtained (Fig. 3; angle 9 is measured from the normal to the boundary both in vac- 
uum and in the plasma, -7t/2 < 0 < %/2, 9 = TC/2 coincides with x-direction). In the ideal case of 
original plane wave it is not possible to estimate energy effectiveness of the wave trapping. 
Therefore we have analyzed energy relations for the wave beam (4). Energy W0 = Boa/8 of 

the original beam transforms into the surface wave energies 

w  _  cB2
±   (l-eJO + e?) (7) 

where ss =l-©p/i 

167KDä 

ml, the radiated energies 

:^ 

w 
7t/2 

,n= jwI>n(e)d9, 
-u/2 

(8) 

and energy of the free-streaming wave 
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-it/2 

102 
Wi 

102 

W„ 
B„a &: 

32 <al+®\ 
(9) 

wu 

Fig. 4 shows the energy distribution in de- 
pendence on the created plasma density for 
the original beam with hoa = 20. Transfor- 
mation into the backward surface wave is 
negligible: (W^/Wo)^ «7-10"4 at 

N/Nc »1, whereas more than 40% of the 
original wave energy may be converted into 
the forward surface wave. Maximum of the 
transformation effectiveness is achieved at 
N/Nc ~ (hoa)2 when the scale of the forward 
surface wave localization in vacuum 

(l/ho^N/NT coincides in order of magni- 

N/Nc 

Fig. 3. Angular densities of radiated energy into vacuum 
wi(0) and plasma wn(6) at N/N0 = 0.5 (solid curves) and   . 
N/Nc = 4 (dashed curves). All curves are normalized by tU(je with the width of original beam. 
cB2 I I6nz& 0. Interestingly, trapping of an electro- 

magnetic wave is accompanied by the concentra- 
tion of electromagnetic energy near the created 
plasma boundary, in other words, in a course of 
transient processes energy is leaking to the cre- 
ated boundary. The most perspective application 
of the phenomenon of wave trapping is the de- 
velopment of new methods for input of electro- 
magnetic radiation into planar waveguiding 
structures filled with solid-state (semiconductor) 
plasma. Nonstationarity of a semiconducting 
medium can be provided by various mechanisms: 
carrier injection, photoionization by laser pulse, 
«switching» of effective mass etc. As the 
achieved up to now time-scales of nonstationarity 

Fig. 4. Energy coefficients WVWo (1), Wst/W0 (2) ße w^hin picoseconds, these mechanisms can be 
and wyWo (3) vs parameter N/Nc for the original used for tnmsient input 0f submillimeter and 
beam with hoa = 20. infrared ^^ 
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TIME AND FREQUENCY DOMAIN ALGORITHMS 
OF IMPULSE RESPONSES EVALUATION 
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Development of physics and technology of ultrawideband radiation during last time allowed to radiate into space 
electromagnetic pulses with a nanosecond duration and power up to 1 GW fl, 2]. So, application of such 
impulses for radar of both air and underground objects becomes to be promising. When a received signal is a 
finite set of digital data, a number of problems concerning the determination of properties of sounding objects 
appears. 

In the conditions of full information (input and output signals are known at all temporal axis) the task to find 
impulse responses (IR) is solved easily on the basis of Fourier transformation. Actually, the coupling between 
the input signal X(t), output signal Y(t) and IR h(r) is determined by the integral relation 

Y(t) = ]h(r)X(t-r)dr (1) 
0 

In the general case, IR h(z) is a linear operator. Making Fourier transformations over the left-handed and right- 
handed parts of the expression (1), it is easy to obtain 

h(co) = Y(a>)/X(w), 
where X(w), Y{co) and h(a>) are Fourier images of corresponding functions. 

A transition from continuous signals to the discretized ones will entail a series of difficulties having a principal 
character. The main of them are as follows: violation of a causality principle resulting in arising of presignals, 
appearance of spurious side lobes and zeros in spectral evaluations, finiteness of a frequency band, absence of a 
sole solution both at the evaluation of radiated and received signal spectra and at the evaluation of impulse 
responses. By taking into account these factors one can essentially increase the evaluation accuracy of impulse 
responses. 

A complex spectrum (CS) of X(co) is determined in the form of a linear model relative to an unknown M- 
measured vector F: 

X(a>) = F-f'((o), 
where * is the complex conjugation. To this CS corresponds a model N-measured vector 

x=— \x{wy((o)do)=m 
2K 

J 

Here and later co is a dimensionless frequency. For substantial signals, the elements of matrix E are determined 
according to the expression 

Em=       T      sm(x(Tm~0/T). 
7T(Tm -tn) 

Vector F is determined by the expression 
F = XE-', 

where E"1 is a pseudoreciprocal matrix with respect to E. 

A condition h{t) = 0 at T < 0 satisfies the causality principle. Besides, in the paper presented, the cases are 

considered when the input and output signals satisfy the same condition. Model signals X(t), Y(t) and IR made 
on the basis of Fourier transformation by the limited frequency band will not satisfy such condition, i.e. they will 
have presignals. At least two ways of struggle with prepulses can be suggested: 
a) At an invariable frequency band of a signal determined by the frequency of its disretization, the detail of the 
spectrum describing by increasing the dimension of vector F is increased. The following expression is suggested 
to be used as a functional and its minimization allows to evaluate the value of the components of vector F: 
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•4 )!*(') dt + XX 

b) Expansion of a frequency band up to the interval (0, oo) is a radical means of suppression the prepulses. In this 

case the integral Fourier transformation is used for a model function X(t) and Fourier coefficients can be found 
by means of Kotelnikov interpolation or Lagrange interpolation. The latter is more convenient for practical 
application as it provides more rapid decrease with the frequency rise of absolute values of Fourier coefficient, 
besides the expressions for them are less unwieldy. 

Evaluation of IR is possible in the time domain as well. In this case, convolution integral (1) at interpolation of 
integrands is transformed into the following vector relation: 

Y = H D(X). (2) 

The unknown quantity in the expression (2) is the IR vector H. The dimensions of the vectors and a matrix in (2) 
are limited by the relations: 

dim Y + dim H +dim X,  dim D = dim Y • dim H. 
So, solving of the equation (2) is finding of a pseudoreciprocal matrix D"1. In the given paper, this matrix was 
found by means of a specially developed procedure of conjugation of rectangular matrixes based on the method 
of Gram-Schmidt orthogonalization. 

In the general case, when impulse response looks like 

dr 
the members corresponding to the differentiation operators will appear in the right-handed part of the expression 

(2): 
Y = H0-D(X) + H,-D(X) + ... (4) 

To find the kind of elements of matrixes Dt, k > 0, the interpolation expressions corresponding to a k- 
derivative should be used. When testing the IR evaluation, the level of influence of the output signal Y additive 
noise on the accuracy of IR recovery at the known input signal X was investigated. The most simple situation 
was investigated when in the expression (3) one member dominates for IR. In this case the expression (4) comes 
to the form (2) where either vector X (if A0(r) is dominating for h{z)) or the input signal derivative 

corresponding to the dominating member. 

The modeling process consisted of the followings operations. A noise-free vector Y was calculated by the known 
initial vectors X and H on the basis of (2). Then an white Gaussian noise was added to the signal Y. Evaluation 
of vector H components for the obtained signal was made by three different methods: 

by solving an overdetermined system of linear equations - variant (a); 
on the basis of Fourier transformations when the spectra of the signals X and Y were evaluated on the 

basis of Lagrange interpolation - variant (b); 
on the basis of a traditional finite Fourier transformation - variant (c). 

To describe the noise immunity of the IR evaluation algorithm, coefficients fih and ny determined by the 

expressions 

<I<5H|2> <|<5Y|2> 

were used, where <|<5H|2 > and <\SY\Z > are root-mean-square deviations of vectors H and Y. Side by side 

with the coefficient fih, a coefficient 

<H>-H|2 

<A>=log2 

was evaluated. 
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Approbation of the algorithms was made at two model signals X(t) : smooth (Fig. 1) and noise-like (Fig. 2). A 
model of a IR under recovering is 

ID r M-h^ ^h5" presented in Fig. 1 and Fig. 2 by a 
'c dashed line. Fig.  1  and Fig. 2 

present the dependencies /ih and 

< fih >   on the coefficient   fiy. 

Designations of the curves in 
letters correspond to the algorithm 
variants by which IR were 
estimated. Brackets < > indicate 
that the curve corresponds to the 
averaged coefficient < /uh > for 

64 realizations. 
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Fig. 1. 
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recommended to use a time domain algorithm. 

The investigations that have been 
carried out allowed to make the 
following conclusions. 
• The choice of method of IR 
evaluation should be made taking 
into account the output signal noise 
Ip.ve] For a weak noise a 
preference should be given to 
solving the system of linear 
equations in the time domain 
basis. At a high noise level it is 
recommended to use spectral 
methods of IR recovering. 
• Averaging of IR evaluations 
obtained by the time domain 
algorithm allows to increase their 
accuracy by the value proportional 
to the sample volume in the whole 
investigated range of the output 
signal noises. Spectral algorithms 
have saturation by the accuracy of 
IR evaluations at the sample 
volume increase. 
• The highest noise immunity at 
the impulse response evaluation 
have the systems with noise-like 
signals at the input for which it is 
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ABSTRACT 

An approximate solution to the problem of reflection of restricted in space transient 
electromagnetic field from layered lossy dielectric halfspace is described. According to 
the results obtained an algorithm of determination of dispersion and angular charac- 
teristics of dielectric material using the space-time distributions of the reflected field 
i i J__:-._J lias uccii uciivcu. 

INTRODUCTION 

Employment of non-sinusoidal signals for determination of dielectric material char- 
acteristics gives one essential advantages as compared to use of contineous time-harmo- 
nic signals. These are a high information capacity of each measurement, an opportunity 
to obtain the dispersion and angular dependencies of the material investigated in short 
time, a high measurement accuracy in the free space without an unechoic chamber 
employment due to a possibility to resolve the signals from various scatterers by em- 

ploying "time window". 

SOLUTION TO THE PROBLEM 

Pulse method of the measurement of dielectric material characteristics is based 
on comparison of the pulse signal reflected from the investigated material with the 
one reflected from perfectly conducting (metal) surface and followed by the obtained 
data processing usually with the help of the Fourier transform. To interpret correctly 
the results of experimental measurements the solution of transient electromagnetic 
waves reflection from stratified dielectric medium have to be used. In the report, an 
approximate solution of the problem of restricted both in space and time transient field 

reflection from lossy stratified medium is presented. 
The structure under investigation consists of a plane dielectric slab of thickness 

d, permittivity e\ and conductivity ax on a dielectric halfspace of permittivity e'2 and 
conductivity a2 (Fig. 1). A rectangular aperture antenna uniformly excited with 
linearly polarized pulsed field is situated at a distance z from the structure. Pulsed 
wave beam radiated by the antenna is incident upon the structure under an angle a0. 
It is assumed that an observation point is situated in far-field zone which is determined 
as r » L2

xy/2cT (T is a pulse duration, LX,LV are the antenna dimensions, c is speed 
of light in'free space). It is also assumed that the incident and reflected pulses can be 
well separated in time (for instance, by using "time window"), and only the reflected 

field will be considered in following analysis. 
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Fig. 1. Geometry of the problem. 

Solution of the problem is based on 
expansion of the incident transient field 
over time-harmonic plane waves using 
the integral Fourier transform. Spatial 
spectrum of the field reflected from the 
layered dielectric halfspace is found by 
employing known plane-wave reflection 
coefficient for the such medium. An 
integral obtained over wavenumbers is 

evaluated in the far zone by the stationary phase method. The field reflected from 
stratified halfspace can be written as follows [1]: 

Ur(r, 0o,<A),t) = -Re4— cos 60 [°° Ä(w, a0,90t<p0) U{u, 60,<fio) w e~iwrduj,     (1) v re Jo 

where r, 60, <p0 are coordinates of the observation point in a coordinate frame Xr,Yn Zr 

associated with the reflected field, R(w,ceo,8o,<Po) is a reflection coefficient for time- 
harmonic plane wave of frequency u which is incident upon the investigated structure 
under an angle a0, T = t - r/c is a retarded time, and U{u>,60,<fo) is a Fourier 

counterpart of the incident field. 
In a plane of incidence y»o = 0 and R = R{u>, a0 + 90). The reflection coefficient R 

of the investigated structure for linearly polarized time-harmonic plane wave can be 
written for the cases of s and p polarization in the form, respectively [2]: 

Rs{1>) 
sin(7id)(7i - 7072) + icos (71d) (7i 72 - 7o7i)    . 

sin(7irf)(-7? - 7072) + * cos(71 <f)(-7172 - 7o7i)' 

sin(7id)(7? - 7o72gi/g2) + i cos(7iQ?)(7i72£i/£2 - 7o7igi] 
P^'     sin(7id)(-71

2 - 7o72£i/£2) + icos(7i<0(-7i72£i/e2 - 7o7i£i)' 

(2) 

(3) 

ko^Ex - sin2 ^>, 72 = kQ^e2 - sin2 ?/>, 
e\ - lax/sow, £2 = 4 ~ io-2/e0u:, 

where ■0 is an angle of incidence, 70 = k0 cos ^, 71 
A;0  = w/c is a wavenumber in free space, £1 

£0 = 8.85 • 10-12 F/m. 
Substituting (2) or (3) into (1) one obtains an expression for the reflected field in 

the integral form. Solution to the problem could not be derived in an explicit form 
because of complicate dependence of the reflection coefficients Rs and Rp on frequency. 
To calculate the integral an algorithm of the Fast Fourier Transform had been used. 

NUMERICAL RESULTS 

The results of numerical calculation of the reflected field for various observation 
angles a = 0O + a0 are presented in Fig. 2. In Fig. 2a presented the field reflected from 
perfectly conducting halfspace for comparison with the case s-polarized field reflected 
from a dielectric slab (Fig. 2b). The time dependence of the excitation field was chosen 
to be a first derivative of gaussian function, Lx = Ly = 0.2m, T = 0.66-10_9s, r = 10m, 
a0 = 40°, d = 0.2m, £2 = 4, £3 = 1, <r2 = <?3 = 0. For the chosen ratio between the 
pulse duration and the aperture dimension \cTjLx,y = 1) the radiated pulsed wave 

beam is found to be strongly diverges. 
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Fig. 2. Time and angular dependencies of the field reflected from metal surface (a) 
and dielectric slab (b) and angular dependency of the reflection coefficient (c). 

This phenomena is illustrated in Fig. 2a in which one can see that for the observation 
angles a = (r and 60s magnitude of the pulse is reduced twice as much compared to 
the main direction a = 40°. It can be used for obtaining both frequency and angular 
dependencies of the reflection coefficient of the investigated material during a single 
measurement. For this one have to measure the time dependencies of the field reflected 
from the investigated material for the various observation angles (like those represented 
in Fig. 2b). Then dividing the frequency spectrum of the measured reflected signal by 
the frequency spectrum of the signal reflected from metal surface one will obtain the 
frequency and angular dependencies of the reflection coefficient (Fig. 2c). The method 
proposed is convenient for the investigation of absorbing materials and covers and for 
the investigation of the objects with vast varying in time characteristics as well. 

CONCLUSION 

To determine dielectric material characteristics and to model a measurement pro- 
cess the problem of restricted in space transient electromagnetic field reflection from 
layered lossy dielectric halfspace has been solved. Numerical calculation of the measure- 
ment process allows us to propose some improvements concerning the measurements 

of dielectric material characteristics. 
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The initial set of equations, algorithms for their solution, computer 
programs, and the results of numerical simulations of nonlinear interaction 
of non-stationary high-power electromagnetic radiation with plasma in the 
ionosphere are presented. 

The initial set of relations consists of the transfer equation in ampli- 
tude of an electromagnetic wave in the approximation of nonlinear non- 
stationary geometric optics, the set of balance equations in the electron 
temperature and in the electron number density, as well as in the number 
density of positive and negative ions. Attachment and recombination proc- 
esses are taken into account. 

The transfer of heat and particles in the transverse direction is ne- 
glected. The conditions for the breakdown of the atmosphere by electro- 
magnetic radiation are indicated. 

A model of the medium in an altitude range of 50-300 km for daytime 
and nighttime conditions is presented in a tabular form. The parameters of 
the medium are assumed to change only with height. 

Simulations for a broad band of frequencies (1-1000 MHz) and effec- 
tive powers (10M09 MW) for both the ordinary and extraordinary compo- 
nents of the electromagnetic wave are performed. 

The results of numerical simulations of perturbations in the spatial 
and temporal parameters of the near-Earth space and in the characteristics 
of electromagnetic waves are presented. 

It is shown that the perturbed parameters of plasma change with time 
nonmonotonically. 

Such a behavior results from the competition of a number of micro- 
processes in plasma and from the self-effect of the wave in underlying lay- 
ers. The relative perturbations in the concentrations of particles are deter- 
mined to reach about one order of magnitude, and those in the electron 
temperature to reach two orders of magnitude. 

The results of modeling efforts are illustrated in Figures 1 and 2. 
The author has been supported by Science and Technology Center in 

Ukraine Grant No. 471. 
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Figure 1. Relative changes in the electron temperature (upper panel) and in the 
electron number density profiles (lower panel) caused by high-power HF radio 
waves at a frequency of 10 MHz and effective power of 300 MW. At t=0 the 
plane unmodulated wave arrive at the 50 km altitude. 
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Figure 2. Relative changes in the electron temperature (upper panel) and in the 
electron number density profiles (lower panel) caused by high-power HF radio 
waves at a frequency of 10 MHz and effective power of 3 GW. At t=0 the plane 
unmodulated wave arrive at the 50 km altitude. 
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TRANSIENT WAVES PRODUCED BY A MOVING 
SOURCE ON A CIRCLE 

Victor V. Borisov 

Institute of Physics, St.Petersburg University, St. Petersburg, Russia 

1 The goal of the present paper is to obtain the solutions of the initial-value problem 
to the inhomogeneous wave and Maxwell's equations in the space-time domain. We sup- 
pose that the point source starts at the fixed moment of time and moves with arbitrary 
velocity on a circle. General expressions obtained in [1] enable us to give a description of 
the wavefunctions and components of the vector potential in terms of the transient modes 
in cylindrical coordinate system. Eventually, we represent the obtained expansions in 
terms of the Fourier series, whose coefficients are explicit functions of the epace-time 
variables. Due to the property of the delta-function, we manage to sum up the series 
We apply the obtained expressions to the description of waves in the particular case ot 
a point source moving with the constant angular velocity and give the relations which 
characterize both transient and steady-state waves. We define the space-time domain 
where the steady-state waves exist. 

2. We represent the electromagnetic field vectors E and B via the scalar and vector 
potentials $ and A and use the Lorentz condition: 

£ = _v*_|l,   g = rotÄ,    ^ + divÄ=0, (1) 

where T = ctis the time variable (c is the velocity of light).   Then one can get from 
Maxwell's equations the scalar wave equation: 

^-VA»-i,   <-1,2,8,... (») 

where At and £ are the Cartesian components of the vectors A and the current density 

vector j, respectively. 
We derive the solutions of equations (2) in cylindrical coordinates p,<p,z supposing 

that Ai = Ax, A2 = Ay, A3 - 0, and the sources on a circle with the radius a are: 

Jx = -Jv«>n(P>   jy=JipCos(p,   ja=0, (3) 

where jv is the <p -component of the curent density. 

3. Suppose now that the point source moves on a circle, then 

j      ±fcf)%-#r)]Ä(s)   r>0  ,^ = 0   r<0, (4) 
J*     2ft      p 
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where h(z) is the Heaviside function, 6{p - o) is the Dirac delta-function, and <f>{r) is 
an arbitrary continuous function. The starting point of the current 5-pulse is (p<>, #)))• 

The initial conditions are 
^ = ^, = 0,   r<0. (5) 

With the aid of expansions 

m m 

we obtain from (2) - (5) the following scalar problem: 

id ( JL\ ,«?#_#; 
~pdp \dp        P2      dz*     9T2 

*Pm = -~3im:   Vm = 0,T<0   , (7) 
c 

where 

\jym )        2lt        p WV    O«^1")    / 
We derive the solutions of the above problem by using a general expression constructed 
in [1] and find the coefficients of expansion (6) to be 

(l>*n\-JL f~V{P"°)2+*2 tf"*™*^) ( ~ sin ^) ^ e~im^ (9) 
\iPym)     ™PJT sintf(r')   \   WCO   / 

where T = max{0,r - yfc+a)* + *2}, cos*(/) = — [p2 + a8 + z2 - (r - r')2J , 

which is easily transformed into 

( 4m\       1   /"f J Qcosm?9 / - sin0[r - s(ti)] \    im<t,{r-s{ß)] (-m) 

{C)= - Jo d*~w [ ««* - -wi J 
where a(tf) = Vp2 + fl2 + z* ~ 2aPcos^ and ^ = max{arccos^(p2 + a2 + z2 - r2), TT}. 

In the case of the space-time domain given by r - J(p + a)2 + z2 > 0, we have from (6) 

and (10): 

MJr M4Z (- sini[r - ;<$W+* - & - s(m   en) 
%, )     CLK     s{#) \   cos#r-s(tf)]   ; 

To obtain the functions Ax and Ay in the explicit form, we have to solve the equation 

(p + 0 _ 0(r - yV> + a2 + 22-2apcostf) = 0 (12) 

with respect to the variable of integration #. 

4. To construct the transient solution in the case <ß{r) = kr {k > 0 is constant), we 
apply the general expressions (10) and get the coefficients ipxm and ipym in the form: 
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In the space-time domain r - J{p + af + 22 > 0, assuming that r = Vp2 + * » « 
and sin0 = p/r, we have from the above expressions: 

( Vkm \ _ J_f_j\me-imfe(r-r) fgifc(r-r) j^m + l)fcasm0] 

+ (~1
i) e-iHT-r)Jm[(m - l)kasm0}\ (14) 

5. Consider now a solution of a scalar wave equation where 

J!gJL*fr-fl>%-«KT)}M*) (15) J     2TT      p       L 

In this case we get the representation of the wavefunction 1> in the form 

m 

Assuming that r » a and *(r) = fcr, one can write the terms of the above expansion in 

the space-time domain r - yj{p + a)2 + 22 > 0 as 

-A   = Jie-^
fc(T-r)-im7r/2 Jm(mfca sin Ö) (17) 

m     cr 

The obtained relations are commonly used for description of the synchrotron radia- 
tion (steady-state waves). This result is found by representing the solution of the wave 
equation in terms of the spherical harmonics. We obtain the explicit expressions for 
the coefficients ^ by using the representation of the solution in terms of the modes in 
cylindrical coordinate system and describe both transient and steady-state waves. 
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ROTATIONAL MODE OSCILLATIONS IN A CAVITY 
WITH A TIME-VARYING MEDIUM 

Svetlana V.Chumachenko, Oleg A.Tretyakov 

Kharkov State University, Chair of Theoretical Radiophysics 
Svobody sq., 4,310077 Kharkov, Ukraine 

LStatement of the problem. The problem of electromagnetic oscillations in a cavity partially 
filled with a time-varying dielectric is considered (see Fig.l). The state of the field in the 
dielectric (region II) is determined by the constitutive relation for the polarization vector as 
p(E)=a(fjE(r,f). The coefficient a(t) (or the linear operator of Volterra's kind) determines 

an electrical susceptibility of the medium in the region n. The problem is solved by the method 
of modal basis [1-2]. 

Fig. 1. Cavity partially filled with a time-varying dielectric. 

Suppose that the intermodal transformations in the dielectric can be neglected. Than 
every mode will oscillate individually under the influence of the time-varying medium. In this 
case the electromagnetic field of a rotational mode under consideration can be expressed in the 
following way: 

E(f,t) = e(t)E(r ), tt(r,t) = h(t)H(f), (1) 
where the vector functions of co-ordinates are known, and the scalar coefficients depending on 
time should be sought for. The indices identifying the mode are omitted. The vector-functions 
of co-ordinates are the basis elements in the space of solutions. In general case they are 
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determined as a solution of the Dirichlet or Neumann boundary eigenvalue problems for the 
Laplacian. The scalar time-dependent coefficients satisfy the evolutionary equations, which are 
obtained after projecting Maxwell's equations on the same basis elements: 

|[(I+CO(OXO]+**A(0=^ 

h(t) + icke(t) = 0, 
(2) 

where c is the velocity of light; k is the eigenvalue of the Dirichlet or Neumann boundary 
eigenvalue problem for the Laplacian; coefficient £ determines the self-transformation of the 
mode under consideration due to dielectric in the region II. So, the latter is some function of 
geometrical parameters of the cavity. 

To solve the problem, the eigenvalue k should be found. Solving the evolutionary 
equations is the main goal of this paper. It will be further obtained in analytical form and 
analysed in the final part of the paper. 

2. Eigenvalue problem for the basis elements. Electromagnetic field of symmetric modes of 
electric kind can be expressed through the one-component Hertz vector YL = z0Tl(r,z). 

Potential function of the latter can be written down as follows: 

n(r,z) = 

n,M = f;s^A(/v)cosf^A a < r < b, 0 < z < i- 

n2(r,z) = ±zmBJ0(qmr)cos{^z\o<r<a,0<z<d, 
(3) 

where 

s.(j = n,m)is the Neumann number; J0,N0aie the Bessel and Neumann functions; ,4„,£mare 

the unknown numerical coefficients. 
Subjecting the tangential components of electromagnetic field to the boundary 

conditions at the surface of the cavity, one can obtain a direct formula for the coefficients Bm 

and a homogeneous matrix equation with respect to the unknown coefficients An. A condition 
of existence of eigenvalue is the vanishing of the determinant that results in the set of 
independent dispersion equations with respect to the eigenvalues k, namely: 

det[8snpX(p/i)-espß's(pßK] = °> « = 0,1,2...;5= 0,1,2..; 
where k is involved in ps and qm, see (3); hm is the Kroneker delta; 

r      Vc n J
J^AK  K K   = m^mrf        ms 

m=0 

sin %(m - sQ)   sin n(m+sB) 
%(m-s6)        7t(m+s9) , 

3.Solution of the evolutionary equations. Re-writing the system of evolutionary equations 
(2) in the matrix form, we can solve it following [3-4]. Further on suppose, for example, that 
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the coefficient of electric susceptibility is a(t) = exp(-yf). As a result, we obtain the formulas 

for the calculation of coefficients e(t) and h(t): 

<(f)=7+f,Mn(dh-/), h(t) = iylC2+D2cos(ckt-fl), v'   l+Cexp(-yf)    v        "    w \        «/ 

where C = (?-ih(0),D =C,Q-e(0), fx = arctg^, 

LUL2,L3 are functions of f 
/ \ _ 2-(y sin2cÄ7+2cos2cÄ*)exp(-yf) Z« W = ^ > 

y2 + 2+[y (sin 2ckt - y cos2 cfo) - 2Jexp(-yf) 

2 -12+y (sin2 ckt - y sin 2cArA|exp(-y/) 
isW = r(r!

+4) ' 
Notice that the exponent brings the greatest contribution to the functions Zl5Z,2:.^3 m some 

interval of values: 0 < / < T, and a(t) -» 0 when t -» oo(f > T). 

4.Conclusion  Thus in the considered case the time dependences for the unknown field 
E(f,t), H(t) have been found. They have been obtained in explicit form and are expressed in 

elementary functions. We suppose that the coefficients for the field e>\tr' are known from 
the initial conditions. 
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Introduction. Lately the interest to non-stationary electromagnetic waves, expanding radar opportunities, is steadily 
growing. Having a wide low-frequency spectrum, the non-stationary radio waves find a use at sounding absorbing envi- 
ronments, in particular, grounds and rocks, and provide large depth of penetration. 

The problem of transient radio-waves scattering on earth, structures, discussed here, closely adjoins to a problem of 
interpretation of results of sounding and is one of the major components of work on the increase of efficiency of a sub- 
surface radar. Only limited class of similar tasks can be solved analytically [1]. For modeling of non-stationary scattering 
we use the approach consisting in finding the solution in frequency domain after a normal impedances method [2,3], and 
its translation in time domain with application of the inverse Fourier transformation. Thus for the given (continuous) law 
of a humidity change on the depth of a structure on the basis of experimentally received frequency dependences of per- 
mittivity and specific conductivity, the appropriate frequency-spatial dependences of these electrical characteristics are 
formed. In the given work, a mathematical model, features of construction of computing algorithm, basic features of be- 
havior of the transient electromagnetic fields reflected from earth structures are discussed, the examples of the analysis 
of obtained results through the inverse-conjugate filtration [4] are summarized, and the limits of its applicability are 
shown. 

2. Method. Suppose that K-\ homogeneous dielectric layers of the thick- 
nesses dk (k=2+K) are located between the half-spaces 1 (z>0) and K+\ 
(z<-hK ) (Fig.l), thus each of the partial regions is characterized by electri- 

cal parameters ek, juk, and ak . From the half-space 1, at the angle 6X, a 

plane electromagnetic wave is incident on the system of layers. At any de- 
pendence on time, and if D ,  is a time interval extended enough to capture 

the whole transient process, and <p(t) = 0 for t ^[0,At]cz[0,D, ], by use of 

the direct (F) and inverse (F~l) discrete Fourier transformations in the time 
domain, the scattered field can be reprezented as 

{«„(/„)} = Re {F-1({FfflOö)m)}F[{^aj}]{exp(-J«m<0)})}) 

where { Vm (io)m )} are the values of complex amplitudes of necessary com- 

ponents of electric or magnetic fields, or the factors of reflection at the frequencies: 0, Sf, 2Sf,...,Df, found after the 

normal impedances method [2,3]; t0 is an entered temporary delay determining a spatial location of the incident pulse 

frontat the moment t = 0 relatively to the point with coordinates [x,z]=[0,0] at given Qx. It is reasonable to choose 

t0 =zoA/f0A) (cos20j)/(cos0j). This sets a location of the incident pulse front, when at the moment f=0 its be- 

ginning is observed at the point [x0,z0 ]=[-zotan0j, z0 ], be disposed on the ray of reflection from the upper bound- 

ary of the layers. 
Tofind | Fm(/om)j, the calculations for the frequencies 0,Sf,2Sf,...,Af (A/ is a width of a spectrum <p(t)) 

are made and then the mirror complex conjugate extension of a definition relatively to the Nyquist' frequency Df 12 

under the given below circuit is carried out, equivalent to an introduction of negative frequencies in the continuous 
Fourier transformation 

K+1    EK.„HK>, 

Fig. 1. Geometry of the problem. 

{vm ('»« )}: 
{ymo<»m)}. 
0, 

D i 
m = N D /2 + 1 

N "/ + 2-m ('">'ft B   +2- m ) N . /2+2,   N, 
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The values of ND( and ND   coincide and determine a quantity of discrete temporary readouts of a diffraction field at 

the moments 0, St, 28t, ...,Dt, or a quantity of values Vm (icom) at the discrete frequencies 0, Sf, 28f, —,Df, with 

Sf = 1/Dt,Df =l/8t. The condition Af <Dfl2 should be satisfied in the calculations or, mat is the same, 

St<\l{2Af). It is obvious that St = At/(NAt -1), whence JVA/ >2A/A/ + 1. It is possible to minimize com- 

puting expenses by choosing N ht = 2AtAf +1. 

3. Transients for single-layered structures. The analysis of the frequency dependences of the absolute vaule of the re- 

flection factor |ffi(to)| and the results of calculations of diffraction fields with 6{ = 0° reveal the following features. In 

the frequency domain, the growth of losses conforms to the reduction of reflection factor |#i0'ß>)| oscillation (Fig.2), 

and, in time domain, the reduction of a transient duration. Thus the rise time of each subsequent pulse of a sequence 
leaving a layer grows, that is connected to a faster attenuation of the high-frequency spectral component. Significant re- 
flection of spectral components of low frequencies (for which tan S = GI(SCO) > 0.2 ) from boundaries of the unit of 
partial regions causes: 1) an increase of the amplitude and a pulse rise time reflected from the upper interface of the 

structure; 2) a tightening of trailing edges of pulses of a se- 
quence leaving a layer, in the case that <T2 < 03. (If cr2 > 03, 

the reflections of the low frequencies of a pulse spectrum from 
boundary of regions 2-3 cannot compensate their decreased 
level after the passage through the boundary 1-2; in the upper 
half-space the sequence of two-polar pulses is observed). 
Thus, the use of single-polarity sounding pulses allows visu- 
ally to estimate a ratio of the specific conductivities of the 
border regions; 3) impossibility to use, for underground 

sounding, video pulses of durations At^s2 I' a2, which spec- 

trum is in the frequency interval / e [ 0, a2 I £21, and for 

which tan 8> 0.2. This for example, for chestnut loam 
means a good efficiency of application for the sounding pulses 
with the low frequency of a spectrum from 47 MHz (for hu- 
midity W=2.5%) up to 413 MHz (JF=20%); but At cannot be 
too small, as it is not favorable from the power point of view 
(at an excessively wide spectrum only its insignificant part 
gets in the oscillating part of |5i(/o)| dependence, which the 

specific conductivities of environments are minimum). Thus, 
the efficiency of usage of video pulses for underground sounding is due to the fact that their spectral density is concen- 
trated in the range of the low frequencies, where the oscillating character of |#i0'ß>)| is most expressed due to smaller 

values of specific conductivities of environments. 
4. Transients at continuous humidity variation along the depth of the structure. Within the framework of the used 
method, the calculation of the scattering by layers with continuously varied in depth dielectric properties dependent on 
humidity is reduced to the calculations for an equivalent structure, which replaces the real ones and which is formed by 
rather thin homogeneous layers. Their thicknesses d; are determined on the basis of the maximum value of permittivity 

as a function of frequency in the previous elementary layer. On the other hand, these thicknesses allow to determine spa- 
tial coordinates, in conformity with the given law of humidity change W (h), determining in its turn the frequency de- 

pendences of permittivity and specific conductivity. Thus, at  Eai=£al(f>
w(hl))>  cr/=cr/(/,^(/z/)), and 

; 
ht=2_.dk , we assume 

0.5     1      1.5     2 

Frequency, Hz x1° 

Fig.2. a) Frequency dependences of the absolute value of reflection 

factor |ßj(/a>)| for a single-layer structure (dj =0.5m,   e^ = \, 

£2=7,   £3 =15,  <xi = 0 Siem / m) at various values of specific 

conductivities 02 and 03 : a2 = &■$ = 0 Siem/m (continuous 

line), <X2 = 0-3 =1.2 -10      Siem/m (dotted line), a2 =03 = 

= 5-10       Siem/m (dots), a2 =0-3 =20 Siem/m (dot-and-dash 

line); b) time dependence of diffraction fields. 

k=2 

d,=- 
c At 

m Jsup(ffflW (/,/-!)) ' 
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Humidity W, % 

Fig.   4.   Law of humidity variation in 
depth for the structure «gray loam-clay». 

where / is a number of the current elementary layer; m is the value showing how 
much the spatial duration of the pulse exceeds the chosen thickness of a current 
elementary layer in given environment (for the calculations with the minimum 
computing expenses and sufficient accuracy, the value TK=100 is most suitable 
(minimally acceptable));/is the frequency. 

In the case of frequency-dependent parameters of a layer of gray loam of the 
thickness of 1 m, laying on the half-space formed by clay, and humidity variation 
according to Fig.4, the transient process for the time interval between the end of 
reflection from the loam boundary with air and the end of reflection from the 
lower boundary is presented in Fig.5. The incident pulse is bidirectional in the 
considered case, angle of incidence thus is 0j=lO°, and z0=1.5 m. As can be 

seen, the diffraction field of a video pulse is rather sensitive even to insignificant 

0.015 

0.01 

0.005 

0 

-0.005 

-0.01 

-0.015 

-0.02 

t 

2.5      3      3.5 

t, seconds 

1 15-1 

;yH^ 
4.5      5 

xlO"8 

0.5 

depth h, m 

x«f 4   0 
frequency / Hz depth h, m 

Fig. 5. The pulses reflected from the lower 
boundary of the layer of gray loam in the case 
of continuous humidity variation in depth ac- 
cording to Fig. 4 (solid line) and the fixed 
humidity W = 2.5 % (dotted line). 

Fig. 7. Frequency-depth dependence of 
specific conductivity. 

Fig. 8. Dependences on time of the magnitude of 
diffraction field (dots) and the result of the proc- 
essing (solid line). The asterisks at arrows denotes 
characteristic «harbingers» of the reflections, and 
figures are the numbers of the received responses; 
the response 1 corresponds to the moment of arri- 
val, at the point of observation, of reflection from 
the upper boundary of a ground. 

X10= 4   0 

frequency / Hz 

Fig. 6. Frequency-depth dependence of per- 
mittivity. 

fluctuations of the humidity on the depth. The evidence to that is an appreciable 
decreasement of amplitude of reflection from the lower boundary of the layer, 
some increasement of growth times of the field strength, and also an occurrence 

of reflections on the moments previous to occurrence of reflections from 
the lower boundary. 

The dependences on depth and frequency of electrical parameters of a 
typical earth structure «gray loam (0.6 m) - chestnut loam (0.2 m) - clay 
(0.1 m) - sand », according to the measured law of humidity change in 
depth, are shown on Fig.6,7. Fig.8 illustrates the behavior of the absolute 
value of the scattered field in time (dots) for a bidirectional video pulse 
(0j=lO°, z0=l m) and the result of its processing by the method of the 

inverse-conjugate filtration [4] (solid line). As can be seen, up to the 
depths of 0.6 m this method allows to allocate rather precisely the mo- 
ments of formation of reflections from the basic electrical inhomogenei- 
ties of the structure. For larger depths, where there is a significant distor- 
tion of the form of initial pulse, the used filtration method proves to be in- 
applicable. 
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A Novel Approach to the Computation of Fields inside Waveguides 
and Cavities by Fourier Series 

H. Rahman 
Saint Louis University 

Department of Electrical Engineering 
Saint Louis, MO 63156, USA 

Abstract- This paper attempts to present a simple and efficient approach to the analysis of waveguides and cavities 
uteFourierserir™^ 

presented to illustrate the theory. 
L INTRODUCTION 

The analysis of electromagnetic field problems relevant to waveguides and cavities is associated with the dyadic 
SeenTSon which is most appropriately considered as an operator to generate the field from a ^ source 
Son-leveral different but equivalent representations of the dyadic Green's function have beend^doped by 
several researchers. The presence of conducting wires within waveguides and cavities was handled by chainingan 
STeSl^on using fce Green's dyad, solving it numerically by the method of moments. The <^<< <**«* 
fuSnSproblemofth^ 
and tiie complexity involved in case of dyadic Green's function approach warrants further work [1] in this area. 

EL PROBLEM FORMULATION 
The geometrical configuration, for the purpose of the problem is shown in Fig. 1 The cavity walls areas^nedto£ 
lossless and perfectly conducting. The dimensions of the cavity are represented by a, b, and c m the x, y, and z 

SZffZTJrt hole locatS at (a! y. ^ The wire is assumed to be ^^ * ^2£*2 
excited by electromagnetic sources exterior to the cavity. Assume further that the media in both the interior and 
Si IhVear, homogeneous, Isotropie and lossless, and are characterized by free-spce parameters (^ 
rfmtoehlu^ 
äsCs5mof^its is used throughout The problem now is to determine the field existing within the cavity, and 
the currents induce^ on the wire due to external sources. 

Figure 1. <ri£ht tide) 
A rectangular cavity with a single 
straight wire within it 

rv 

Since the wire is thin, only the axial component of the wire ourcnt need rje<»nsidered,wWch can te assumed to have 
SSe^umfereSvariation. From the assumed on^nt distribution on the wire, it is evident th^^ 
väofpote^tiXA = u, K is enough for representing the field inside the cavity, where», is the umtve^or in the 
directionofx,andAxisthex-componentofA. 
The magnetic vector potential, A, due to a current density J in the cavity is a solution of 

where V is the Laplacia operator, k is the wave number, and is given by * = 2*/X. The current density evidently 
Snds o«ttheassLed axial current, and is expressed as J^u, K^öty^SCz-z,,), where o(.) is a Kronecker delta 
function. I(x) can be represented by a truncated Fourier cosine series as: 

/(*)=£ B, cos—, W 

whereaareunknownFourier coefficients by takingM\Obe suflldentiy large, a good approxiniation to the sn^ 
current on the wire is obtained. We can solve the electric field vector m terms of Aby 

^-J^od^W.^. (3) 

The general expression of the x-component of the electric field, describing all modes existing within the cavity, is 
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miK. . nny . pin 
E, = II I 4*. cos—-sin—sin 

M*0 H«0 J»"I 
b sm c ' (4) 

where A™ are the mode amplitudes yet to be determined. Obviously, the field component represented by eq. (4) 
satisfies the boundary conditions on the walls of the cavity. However, it remains to satisfy the boundary condition on 
the wire surface. .       _ . 
Equations (1), (3) and (4) can be combined to obtain a relationship between mode amplitudes and Fourier coefficients, 

and is 
£i ■£,■£*   .     , mux. . w«y . pxz z z z i*1 - *i.vL,™—™-r™— 

where 

±-S(y- y,)S{z- z0)Z Wl - {-n™—. (5) 

*.-&*&*<& (6) 
We must assume that the series given by Eq.(4) converges uniformly over the fundamental ranges, dictated by the 
cavity dimensions, 0 <; x to, 0 &y ib. 0 <; z <L C. NOW multiplying both sides of Eq. (5) by the product cosQn n a/x) 
sin (n'rfb)y sin (p' n/c)z and carrying out integrations term by term over the fundamental intervals by forming suitable 
inner products, one ends up with solution to A«, in terms of the unknown Fourier coefficients as 

4/gJfc2 - fax la?\.-... "*y<> rin P^o sin   ,    sm 
bcms^-k^] b c (7) 

Note that the indices m ',n ',p' have been changed back to m, n, p respectively to avoid notational complexity, and 
orthogonality properties have been utilized to obtain Eq. (7).  Substitution of Eq. (4) into Eq. (7) results in 

, ,   . mry0 . pzz0 u -   . 4jBm[kr-Qnx/a) ]sin-r— sin—-      mjtx     nrj      prL 
F _yyy ; =-£ £— cos sin-r^-sin . 
E"~khh bc0eol**-KU a b c (8) 

It is sufficient to enforce only the condition that the axial component of the electric field vanish on the wire surface. 
In case of a thin wire the boundary condition is applied to a single generatrix along the wire surface, whereas, m case 
of a thick wire although the current is still assumed to reside on the wire axis, the boundary conditions are applied on 
four generatrices spaced equally around the wire surface. The boundary condition appropriate for this problem is 

E3t-z(x)I(x)=-E?, (9) 

where z(x) is defined as the impedance function of position, and E* is the impressed field. 

Define a testing function of the following form: 

Wm = oos^S(y- y„ - r)5(z- z0), (10) 

where r is the radius of the thin wire under consideration. Substituting E* and \ from Eq. (2) respectively into Eq. (9), 
multiplying both sides of the resulting equation scalarly by W», and finally performing integrations within the limits 
of the cavity dimensions, we have 

Z 2Ä * Z zlA =v„u=0,1,2 M, n n 

.  - 4[fc2-(vWa)2]sin-r-sui 7 sm —- UffK     vjnL 
7«_yy —P    ,   ,, ° e—\  cos cos dx, w~kk jbcmetf-klr J«        a a (12) 

,        ta U7CK        VAX 
ZL =    z(x)cos cos dx, and m    Jo   v  ' si a (13) 

(14) 

Equation (11) can be expressed in matrix form, and is 
[ZJ[5J=[FJ, (15) 

v**\y. 
a a 

U7CX.  , 
cos dx. 

o   * a 
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where ,, ... 

Note that [ZJ is an (M + 1) x (M + 1) matrix, since u - 0,1,2...,M and v = 0,1,2...,M. If the matrix [ZJ is non- 
singular its inverse exists. The unknown Fourier coefficients B¥ are then given by 

[Bv]=[Z„r[Vul (17) 
Substitution of B's in Eq. (7) determines A^ which, in turn determine the field E, inside the cavity. Also by 
substituting B' s in Eq. (2) we obtain the current distribution on the wire inside the cavity. Once the current distribution 
on the wire is know, other information pertaining to the wire-cavity problem are easily determined. 

HL NUMERICAL RESULTS 
Selected numerical results are presented to illustrate the approach to the solution of field problems relevant toian 
electromagnetic cavity. Results are computed for a cavity with dimensions 3 x 4x 5, with the wire of radius .0001, 
being located at (x, 1.5,2.0). E? = *(*- 3)andz(x) = Z0S(x) are chosen, when Z, is the lump impedance at x=0. 
The infinite Fourier series has been truncated to arbitrary M term to approximate the current distribution on the wire. 
An extensive numerical testing demonstrates thatM(Fcon graph) of the order of only 10 provides satisfactory results 
as shown in Fig 2. It reveals that the current distribution remains practically the same as the number of Fourier 
coefficients increases beyond 10, demonstrating the convergence of the solution. In formulating the problem, the 
modescorrespondingtoxvariationhavebeen dispensed with by using me Fourier technique which essentially employs 
the properties of orthogonality. Impedance elements, composed of doubly infinite sum is reduced to a simply infinite 
sum by employing a closed form solution. The resulting sum pertaining to y variation is truncated, and numerically 
tested as shown in Fig. 3. A faster convergence can be obtained for a thicker wire when the boundary condition is 
enforced on four generatrices. 
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Figure 2. 
Current magnitude on a single, straight thin-wire for different 
numbers of Fourier coefficient Fc, computed with / = 60 MHi, 
n = 1000 and ZQ = 50 ohms. 
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Figure 3. 
Current magnitude on a single, straight thin-wire for various 
mode indices n, computed with J^ = 10, / = 60 MHz, 
Z0 =50 ohms and D/2 = .0001. 

IV. CONCLUSION 
The example of determining fields and currents induced on conducting wires, developed inaction m, introduces the 
concept of Fourier series method which can be easily extended to various electromagnetic field probleins relevant to 
waveguides and cavities. Waveguide problems provide comparatively easier solutions since the field existing in 
waveguide is associated with a doubly infinite sum. This method bypasses the dyadic Green's function approach 
üVereTleading to a solution which is computationally easier to handle. This method provides a solution which is 
economical and computationally stable. This formulation is broad^ased and general that allows field solutions to 
problems in waveguides and cavities with a considerable computational advantage. 

nfren Rahman H., and J. Perini, «Current on a wire parallel to two walls of a rectangular cavity" Journal of 
Electromagnetic Waves and Applications, Vol. 2, No. 3/4,195-317,1988. 
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MICROWAVE CAVITY WITH NONLINEAR LOAD 

Diana V. Semenikhina 
Taganrog State University of Radio Engineering, Taganrog, Russia, airpu@tsure.ru 

Abstract A rigorous solution and numerical results for the problem of excitation of a resonator «4 nonlinear 
load are presented Numerical results are obtained for the excitation by a primary source, whose first or third 
£m£kSpency is close to resonance at the fundamental mode H101. It was discovered that ** amphtude 
of the third hamonic of field exceeds the amplitude of the field at fundamental frequency by 20...40 dB. 

INTRODUCTION 
In a series of the previous publications [1,2], solutions of exterior and interior nonlinear 

problems of electromagnetic wave excitation and scattering were discussed. Numerical results 
and experimental studies have revealed the phenomenon of nonlinear excitation and scattering tor 
the bodies with natural nonlinear contacts or with nonlinear loads such as microwave diodes. In 
the case of exterior problems they can be considered as a weak effect. They need to be taken into 
account in a number of special cases. If these effects would be used in antenna design, it is 
necessary to develop the measures for amplification of higher harmonic fields excited due to 

n° ^Solution of internal nonlinear boundary problems enables one to investigate 
electromagnetic wave excitation by nonlinear loads of internal regions for example m 
waveguides and resonators. Analysis of the problem about a waveguide excitation is caused by 
the fact that nonlinear effects even due to natural contacts have an essential influence on the 
waveguide workability [3]. The problem about a nonlinear load excitation m a microwave 
resonltor is one of important problems for a practical application in the microwave device 
engineering First, whereas the resonator is a frequency-selective system and can serve as an 
amplifier of the fields of higher harmonics excited on the nonlinear load if their frequencies are 
resonant. Second, nonlinearly loaded resonators are already applied in microwave devices but 
approximate methods of their analysis are used. 

In the present paper, a rigorous solution and numerical results for the problem ot 
excitation of a resonator with nonlinear load are offered. 

2 NONLINEAR BOUNDARY VALUE PROBLEM 
We consider a cavity resonator formed by a section of rectangular air-filled waveguide 

loaded with a distributed nonlinear load in the form of cross-shaped narrow non-uniform 
nonlinear contact with the cubic V-I characteristic located at z = zk. In the internal region of the 

resonator primary source distributions Je(m) pr are set (Fig. 1 a), where index 2 refers to currents 

at the wall X=a, and index 4 to the one X=0. In these equations, an auxiliary magnetic source at 
each observation point has the same direction as the magnetic current on the site. The problem is 
solved by the method of integral equations with the use of the Lorentz lemma and nonlinear 
boundary conditions (NBC), which are derived from the following mathematical model of 

nonlinear contact (Fig. lb). 
Assume that the contact is narrow along z (&z«An), where Xn is the n-th harmonic 

wavelength. Then the electric current flows across the contact along z, and magnetic one flows 
along X and y on the wide and narrow walls of the resonator, respectively (Fig.l). Decompose 

the contact into elementary cells whose sizes are A « Xn. 
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Within the limits of a cell the currents can be considered constant and parameters of the contact 
do not vary. We consider parameters of cubic V-I characteristic connecting the current i and 

voltage U are given at each cell. Then local NBC at each cell can be obtained as follows [ 4 ]: 

00 

+By(x^ I Jmy   (xM      (^) 
/3 s=-oo    /J /J s=-oo 

00 

Cyjx^ I  Jy       (*„)* 
/ ■* rt— rr\       / j q=-ca 

00 

^       y3q-s,xy t*J    y3s,x    P 
S = -oo 
where the indices 1 and 3 relate to the currents on the 
top and bottom walls, respectively; and An,Bn,Cn 

coefficients defined by the nonlinear load parameters. 
Further the Lorentz lemma is applied, and the auxiliary field is chosen as a field in a resonator 

without nonlinear loads satisfying the boundary conditions Er = 0 at the resonator walls. 

The system of nonlinear integral equations is solved by the method of moments with piece- 
constant basis functions and Dirac weighting functions. The observation point is consecutively 
placed on each site and NBC are applied. As a result, a system of nonlinear algebraic equations 
(NAES ) for the harmonic amplitudes of magnetic surface currents in nonlinear cells is obtained: 

00 -3 

5=-00 

00 

q=-oo 5=-o0 V. 
J 

N x +Ax/2 
M 

x +Ax/2 

N 

x -Ax/2 

y^+Ay/2 

x -Ax/2 

AzS[J2^(^)    I    H^äy + J^iyM)    J    Hfidy], 
A=I ^-Ay/2 yM-Ay/2 

where index 2 relates to the currents at the wall X=a, and index 4 at the one X-0. In these 
equations, auxiliary magnetic source at each observation point has the same direction as a 
magnetic current in the cell. 

3. NUMERICAL RESULTS AND CONCLUSIONS 
The total field in the resonator can be found either with the aid of Lorentz lemma or as a 

superposition of primary source field and the ones of the secondary sources in the form of piece- 
constant magnetic currents on the nonlinear contact at all harmonic frequencies whose 
amplitudes are determined by NAES. In the calculations the second way has been chosen. The 
computational experiment was carried out for a resonator 23 xlOxlO mm with a nonlinear 
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contact (of the width 10"2 mm) excited by a 
primary magnetic source in the middle of the 
forward wall. 

The resonance characteristics for the field 
of the third harmonic excited by the nonlinear 
contact located only at a top wall are shown 
in Fig. 2. It was obtained that the amplitude 
of the field third harmonic exceeded the 
amplitude of the field at fundamental fre- 
quency by 20...40 dB. The resonant 
characteristics for the third field harmonic 
have the width of the order of 1 %. The 
difference of the first harmonic from the third 

one at the resonant frequency depends on the primary source amplitude and off the resonance it 
is effected also by the source frequency (Fig. 3). Generally, the difference between the first 
harmonic and the third one off the resonance remains at the same level as in the waveguide with a 
similar nonlinear contact and exceeds the first harmonic by 40 ...50 dB. Results of numerical 
experiments conducted at the frequencies of the first harmonic close to resonance are interesting 
also. From Fig. 4, in which the field harmonic amplitude dependences on the primary source 
amplitude are shown, it is visible a sharp increase of not only the first but also the third field 
harmonic due to a resonance. The field of the third harmonic becomes comparable with the 
fundamental frequency field (difference is around 10 ...15 dB). Thus, even near to a fundamental 
mode resonance not taking into account the field of the third harmonic leads to a grave error. 
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The Method of Analysis of the Diffraction on Step Discontinuities 
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Abstract. 
The new technique of the inversion of a principal part of the integral equation with weighted 
singularities in the kernel was applied to problem of wave diffraction on a step discontinuities 
in waveguide. The properties of resulting matrix operator were investigated. 

Introduction. 
The mathematical models for modern CAD systems have a number of specific properties 
concerning to an accuracy, speed of numerical convergence and stability of evaluations. 
Frequently it is meaningful to apply approximate methods to modelling of such 
electrodynamics key problems, which have analytical solution poorly approaching for 
computing. The raise of effectiveness of such approximate methods has a large impotence for 
development of a CAD systems software. 

The field calculation within a region of space bounded by a surface of geometrically 
complicated shape may be obtained by means of dividing the whole region of the field 
determination into a number of simple partial subregions. The equations of the applied 
electrodynamics methods which use the idea of a region decomposition and boundary 
conditions of the fourth kind would be noted on the base of the Green's identities formalism. 
At such form the presence of singularities in a kernel of the resulting integral equation 
exposes easily. It is connected with the moving and fixed singularities of the Green function 
of a simple partial region, which suppose a clear physical interpretation. The methods of a 
complete or partial inversion of the principal part of resulting integral operator lead to 
effective mathematical models. 

As it was shown in [1], the method of partial overlapping regions [2] is an equivalent 
regularisation of the convolution-type equations of a mode-matching technique. In the given 
paper the regularisation technique is advanced for deriving more effective mathematical 
models, than the method of partial overlapping regions produces. 

Theory. 
In [3] the technique of the inversion of a principal part of the electrodynamics singular integral 
operators was developed and substantiated. An integral equation to solve for one of 
electromagnetic field vectors is formulated for each of partial region using the integral 
theorems of the diffraction theory. The field continuity on a common part of the partial 
regions leads to the integral equation with complicated kernel. According to this method the 
initial equation of the first kind is rearranged to the equivalent form 
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i{[Kr(r\r') + ZM(r\r')] + %[K2(r\r')- M(f\f')]}u(f')dF> = f(r),r eQ,       (•) 
n 

where Kt(r\r'),i = 12, are the Green functions or their derivatives, M(r\r') is a special 

constructing regularisation kernel. In (*) the first sum in the square brackets is the simply 
invertable part of compound kernel and second part is a continuous function. As it can be 
shown the method of partial overlapping regions is the special case of the new technique. 

To demonstrate further development of this approach it is necessary to consider not abstract 
but the specific problem. As such problem conveniently to choose problem of wave's 
diffraction on a step in the parallel - plate waveguide, which would be solved by many other 
methods. 

We shall consider the case of a diffraction dominant mode of a wide waveguide. The relation 
of the field continuity on the line x e[0,b] with reference to boundary condition at the step 

looks like 

Ul(x,z) = Uinc(x,z) + 
J 
0 

b 

"I 

</,(x'..')f 
G, 

v"    Jz'=0 

aj2(x',z')~ 

dz' 

dx',   (LM) 

dx',   (LE) 

x e[0,a]; 

0 < z < oo. 

z'=0 

The Green function Gx(x,z\x',z') of the wide waveguide can be expressed in terms of Green 

function G[v){x,z\x',z') of closed area [0,a]x [0,c] with reference to mirror reflections in 

metal walls. It yields the integral equation 

cU, 
dz 

SU„ 

z=0 dz 
+ < 

z=0 

d_ 
dz 

dx') 
z'=0 J z=o 

cR 
dz 

;  (LM) 
z=0 

U2{x,0) = Uinc(x,0)-j G^{x,o\x',oy^- 
z'=0. 

dx'+R(x,6),   (LE) 

where 
00 ^ ^ 

R(x, Z) = 2 \p(x,2cm + z) + Ü(x,2cm - z)J, 

Ul(x,z) = Ul(x,z)-Ui„c(x,z). 
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Using Galerkin's method and representation of Green function G[v){x,z\x',z') in the form of 

Fourier-series expansion in the closed area [0,b] x [0, c] as it was made in [3] 

n=0 Yn 

+EI^(*MW-      Yn 
r    \2 

«=0 m=0 KbJ 
-P;   (LB) 

we finally obtain the infinite matrix equation 

(l + D2)B + DxA = f. 

Here B and A are the vectors of unknown coefficients for the second and first semi-infinite 
waveguide respectively. 

Theorem. The matrix operators D:,D2:lp->lp,l<p<co, defined by the elements 

dm = 0 m{nnÖ) smi 
exp(-?tf) 

m2-n2e2 t,0>0; 

( 
d? =0 

\ 
Z-V inn p 

0 7    2 2 2    2 \p=1p
2+mzT2   p2+n2t J 

r>0, 

are compact. 

For a case of LM-wave diffraction the form of final matrix equation is the similar as the one 
given above. 

Conclusion. 
It is shown for the key problem of waves diffraction on the step discontinuity in the parallel- 
plate waveguide that proposed regularisation technique converts the initial integral equation 
into the infinite matrix equation, which permits efficient solving by a computer. 
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DIFFRACTION BY A THICK DIAPHRAGM IN PARALLEL-PLATE WAVEGUIDE 

Olga Gavrilyako 
Department of Mathematical Physics and Computational Mathematics, 

Kharkov State University, Svobody sq., 4, Kharkov, Ukraine, 310077 
Tel. +380-(572)37-17-50, E-mail olga@kvn.kharkov.ua 

In this paper we discuss the problem of an electromagnetic wave diffraction by a thick inhomogeneous 
diaphragm in the parallel-plate waveguide. Our approach is based on the analytical method of Boundary 
Singular Integral Equations (SIE) [1]. Similar problems are frequently encountered in the computer-aided 
design of waveguide circuits. They are normally reduced to the matrix equations by the mode-mathing 
approach. To obtain a stable and accurate algorithm, analitical semi-inversion has been used in [2,3]. 
Unlike this, we develop   discrete mathematical model and numerical algorithm by using the technique of 

[5]. 
1. Introduction 
We consider diffraction of the principal electromagnetic E-polarized mode (dependence on time is 

e~iut) by a thick inhomogeneous diaphragm in the parallel-plate waveguide. 
The geometry of the problem is shown in Figure 1. 

I 

0  - - 

-h V 
Fig.l. Thick diaphragm in a parallel-plate waveguide. Vertical bound- 
aries of the waveguide and diaphragm are perfectly conducting. Hori- 
zontal surfaces of the diaphragm are impedance. 

The total electric field vector is E = (Ex,0,0). Let us denote Ex - 
u(y, z). Maxwell's equations that describe the model can be reduced to 
the Helmholtz equation Aw + k2u - 0 with the following conditions on 
the vertical boundaries: 

u(0,z) = 0,    zeR]    u(a,z) = 0,    z>0,z<-h;    u(b,z) = 0, 

and "impedance" condition on the horizontal surfaces of the diaphragm: 

-h< z < 0; (1) 

^(v,0) + C«(ff,0) = 0,    ^(y,-h)-Cu(y,-h) = 0,    (b<y<a,    C = Ci+to,    Ci x <2 # 0).   (2) 

We reqest also, for the totat field, satisfying the radiation condition and the edge condition at the 
right two-sided edges. 
Decompose the total field u(y, z) as 

C u0(y,z) + u+(y,z),   z>0, 0<y<a 
u{y,z)=l «(»,*),    -h<z<0,  0<y<b, 

{ u~(y,z),   z<0, 0<y<b 

where 

(3) 

oU/'}   [ -y*2-(*)2+c sin 
Try 

(ka > TT) 

is the sum of the incident and reflected fields in the case of diaphragm completely blocking the waveguide 
(b = 0), and the functions u+(y,z), ü(y,z), u~(y,z) are the diffracted fields in the domains {z > 
0, 0 < y < a), {-h <z<0, 0 < y < b}, {z < -h, 0<y <a}, respectively. Note, that 

«o(0, z) = uo(a, z) = 0, z > 0;    ^(y, 0) + C«o(l/, 0) = 0, y G (0, a). 

Conditions (1) tell us the following modal expantions for «±(2/, z) and ü(y, z) 
oo 

u+(y,z) = ^2 Ane~"ln!! sin—y,    0<y<a,    z>0 
n=l 

oo 

«~(y,*) = X>ne^
+Ä)sin™3/,     0<y<a,    z <-h 

(4) 

(5) 

(6) 
n=l 
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00 

%^) = E[Z)™e"^+ft) + Cn^]Sm^t/)    0<y<b,    -h<z<0 (7) 
 n=l -10 

where Tn = y/(iB.)2-P,    jn- = ^(^)2-P,     Taking into account the radiation condition, we 
choose Reyn > 0,    JmT„ < 0. Re% > 0,    /m?« < 0- 

2. Singular Integral Equations. 
FollowingthemainideaoftheBoundarySIEMethodfy.weintroducenewfunctionsFir«)   « € (0 a) 

as follows: v '  ' 

*-(„)=- (^.-C«.+) = 5>(C-7„)sin™,, (9) 

The important characteristics of the functions F±(y) are- 
i-f±(ä/) = o,^6(M); 
2. Taking into account the continuity of electromagnetic field and the statement (4), we get another 
representation for the functions F±(y), namely: 

00 

F+(y) = £ [Dn(C - jn)e~^h +Cn(C + %)] sin ^y, y € (0, b); (10) 

*-(») = £ [A.(C + 7n) + Cn(C - %)e-^h] sin ^y, y e (0, 6); (H) 
n=l " 

3. Considering the behavior of the field at the edges we request the functions F±{y) to have the form as 

where v±(y) belong to the class of the Holder functions Cr>a(0,&), 0 < a < 1. 
4. Representions of the coefficients An, B„, Cn and D„,(n£ N) by means of F±(£) (|£| < 6) functions 
are as follows: 7 

1 / * An = W^)iF+{0^dZ,    Dn = T{Y^J[F-^)Yn.F~mn]s^n^     (i2) 
-& 

1 ? 
S" = ^^/F"K)sinV^'    C" = b{YZ -X>)J F~®Y» + F+(0*n] sin^e<*C     (13) 

_j _} 

where Xn = % + £, yB = (£ - 7„)e-^
A. 

On using the Fourier representations (5)-(7) and continuity property of electromagnetic field at z = 0 
we come up with equations: ' 

00 oo 
"■1   - 7TO v—* TU 

_An cos T2/ - E T f^6-7 + C^cos T»=-Uo'^ yG (°> *);       (14) 

? A"sin Ty° - £ fDne~7nA+c"}sin T1' = ~Uo^' y°e (°>*) (is) 
A similar pair of equations is derived from from continuity conditions at z = -h. 

Let us consider the Hilbert operator with cotangent kernel:   (HcG)(x) = i / cot%(y - x)G{y)dy. 

Applying operators Ha and Hh to functions f+(fl and the property 1 of ^'functions, we get the 
following statements: s 

OO i, 

(IT. F)(y) = p An(C-7n)cos?fy=±f cot £« - „)*■+({) ^ 

oo 5 

(2r,F+)(y) = |, (CnXn + DnYn) cos ?y = £ / cot ^ - y)F+(0 if. 
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Taking into account integral representations (12)-(13) of coefficients An, Bn, C„, Dn, we rewrite (14) 
and (15) in equivalent forms: 

) \h cot US -V) + h cot 35« ~ tiF+W] di-\] Ka{i, y)F+® d( 
-i ~h 

-I / [Kdi,y)F+(0 + Kid,y)F~(0] d£ = ti0'(y,0), 
-6 

1 [Qi(£, yo) + Q2(£, w)]^(O # + / Qs«,yo)F-(£)d£ = -uo(ift>, 0), 
-6 -» 

where Ä"a(^,y), -Ki(£,2/), K2(Z,y), Qsi^y) are some smooth functions. Functions Qi(£,y) and Q3(Z,y) 
have the logarithmic singularities, which can be isolated. 

Thus, we have reduced the original diffraction problem to the set of SIE with additional conditions. 
3. Discrete Mathematical Model 
For the creation of discrete mathematical model we use the technique of Discrete Singularities Method 

[5]. Interpolation Gaussian quadratures are applied both to the singular integrals, and to the regular 
ones. The integrals with logarithmic singularities are discretized by the formula from [6]. Based on the 
suggested mathematical model a numerical experiment was worked out. We calculated \An\, \Bn\, \Cn\ 
and \Dn\ coefficients under the different values of a, b, < and h parameters. An example of numericul 
experiment is shown in Figure 2. 
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Fig.2.      The   dependence  of  |5i|   on  the 
wavenumber k with the following values of 
parametres: 
a = T, 6=|, &=1,C = -^ 
1. Zs = 2.4784 • 10-3 + «1.4648- • 10~2 is the 
impedance of niobium at T = 8.83K [7]; 

2. Zs = 8.23657 • 10~3 + «2.64552 • 10~2 is 
the impedance of a smooth niobium layer on 
a dielectric layer at T = 8.83A'[7]; 

3. Zs = 1.10491 • 10~2 + i3.54889 • 10~2 is 
the impedance of a rough niobium layer on a 
dielectric layer at T = 8.83ÜT [7]; 
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Architecture of Dielectric Bandpass Filters with Symmetric Characteristics 

Alexander Trubin 

National Technical University - KPI, 2110, Peremogy Prospect, 37, Kiev, 252056 Ukraine 

Abstract 
The problem of electromagnetic wave scattering from a system of coupled Dielectric Resonators (DR) 
placed in a cut off waveguide section has been examined. It has been established a common form of 
characteristic equation for the coupled oscillations, that realizes frequency-symmetrical S matrix pa- 
rameters. A new structure of the coupling between DRs is indicated as well. Analytical expressions of the 
power transmisson coefficients and experimental investigations of 4 and 5 cylindrical DRs in a microstrip 
line is given. 

Introduction 
The scattering characteristics of the DR system in metallic cavity depend on their mutual location, non 
resonant transmission and, for example, in microstrip structures, on the presence of parasitic modes, ets. 
We consider here the problem of determination of DR structure that realizes frequency-symmetrical scat- 

tering parameters: |r(zku)| = jr(-zky)j, where AOJ = CO-W0, a>0 is the center frequency. 

Common form of Characteristic Equation of Symmetric DR Filter 
We shall try to answer the question: what conditions will lead to the S matrix frequency symmetry of the 
DR filter scattering parameters? To this end we consider the characteristic equation which determines ei- 
genvalues of the coupling operator K [1]: 

XN+a lN-]+a AN~2+ ...  + aAI    ,A + a.T=0 (1) 

where    a=aJk, k   , k   , ...)    are   the   complex   functions   of   the   coupling    coefficients; 
■* ■* \ 12 13 J 

PL = 2 Am  + ico ") / co ;  Acov = <o~ - con\    co   + im " is the coupled oscillation frequency of the N DR 

system (s = 1, 2, ... , N\. Solutions X , A of (1) will be called anticonjuate if X = -£ where "*" is 

the complex conjugation symbol. (1) has a pair of anticonjugate solutions only if the coefficients a2s are 

real, and a2s +!    are imaginary: 

a*2s=a2s< a*2s +l=-a2s +1 ■ (2) 
We have established that if all the solutions of (1) exept the imaginary ones are anticonjugate, the filter S 
parametrs are frequency symmetric. In reality, eigenoscillations of the DR system that form a pair of anti- 
conjugate solutions have identical Q factors, but their resonant frequency detunings differ by sign. The 
sum of the oscillations form the frequency symmetrical scattering parameters. 

Architecture of DRs with Symmetric Scattering Parameters 
At first we shall examine four DRs symmetrical geometry. We shall denote a single DR of such a system 
by a point, the coupling between DRs through the cut off field by a straight line, and the coupling through a 
propagating wave by an oscillating line (Fig. 1, b-d). In arbitrary case obtained from [1], the power trans- 
mission coefficient of the four DRs symmetric filter is given by 

T=     bl        k bj        k b\        k   |     b*        k (3) 

2-V^   @i     2^   ®2     2^d~    ®3     2y[d~    ®* 

where k = k ■ QD is the coupling coefficient between the input or output DR and line; 

Qs - JmXs -Q
D +w/cos- 2iQD[l - co / *J ;  QD=l/tgS\ b\'2 =.\2~ k^\ b3/ = ^ 4 + k 23' 
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\2
=H + i(^ + ^)T^:     h4-TK-l{k14 + k2s)^' 

d* = lk±l(k]4~k23 + (k]2±k13y (4) 

In Fig. 1, a it is shown the measured (by dots) and computed from (3), (4) (by a solid curve) insertion loss 

£ = 20lg\r\ of the filter composed from the cylindrical DRs and a microstrtpltne. This curve is readily 
seen to be non - frequency - symmetric. From  (2) or (4) the symmetry will take place under the condi- 

r 2 
tions:    k14=k23=0 (Fig. 1, b), or k13=k24=0  and k ■23 k)4 = 4k]2 k    (c), or k,2 =k x34 0 and 

4 = ku = 4kj3 - k
2 (d). 

The coupled oscillations of DR structures are determined from the obtained simple conditions (2) before 
the solution of the corresponding scattering problem. For example, even eigenoscillations of the five DRs 
system are found from the symmetry conditions: k15 = k24=0 and either k13 =k35 = 0 (Fig. 1, e); or 

k23 = k34=0 (Fig. 1, f); or kJ2 = -kJ4; k45 = -k25 (Fig. 1, g). The systems shown in Fig. 1, e, g have 5 
types and that in Fig.1, f has 4 nontrivial types of the coupled oscillations. The power transmission coeffi- 
cient of the filter shown in Fig. 1, e, for example, has the form 

T = " ik ' (A1 - X$X1 - l3) " Qi + ik ' (A, - 12)(ä2 -X3)   Q2 

ik ' (A, - A3)(A.2 - x3)" Q3 ~ (A5 - x4)' Q4   (A5 - ^) 05 
(5) 

where 

/ 1 =(k /3 + s} + s2]i 

x2,r 
1 { 

k /3--AS, + s, 
2V ] i + 2 (si-s2): (6) 

A „ c = i / 2k + (*« *J .(^ 

-ii/2 

and    Sj 2 

.1/2 
71 / 3 

[q
3
+r2)1/2 ;   r = k/I(k /3f-1/2{k12+k14f+2kt,3 

q=l/3(k12+kJ4)
2+2/3k2

23-(k/3)2; [q3 +r2>o). 
In Fig. 1, h shows the measured and computed from (5), (6) insertion loss of the five DR frequency sym- 
metric filter. 

Conclusion 
A common form of the coefficients of the characteristic equation providing frequency - symmetric scatter- 
ing parameters has been found. New structure of the coupling and analytical expressions of the power 
transmission coefficients of the four and five DR symmetric filters was established and verified. Measured 
characteristics of these filters are in acceptable agreement with theoretical calculations. 
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NUMERICAL SIMULATION OF SOME PLANAR  MICROWAVE 
GYROTROPIC STRUCTURES 

S. A. Ivanov & P. I. Dankov 
Faculty of Physics, Sofia University, Sofia, Bulgaria. 

Introduction 

The numerical simulation of different gyrotropic structures plays an increasing role in 
modern microwave practice. In comparison with the usual analytical/experimental methods 
known for a number of years it can propose a considerable saving of time and efforts 
combining with some new possibilities for improvement of the analysis before realization of 
the structures . Below this new alternative is demonstrated for the case of stripline circulator 
operating in S-band and below ferromagnetic resonance. The consideration is done with a 
planar model analysis [1] which offer a reasonable compromise between time consumption 

and accuracy. 
Theoretical Background 

The main steps of the planar model analysis includes: i) Replacing of the coupling 
stripline width Wm& disk resonator radius R with its planar equivalents of the same height 
h and characterized with effective dimensions We and Re respectively; ii) Assuming a 
magnetic wall approximation for the investigated planar models the analysis is done in 
closed-form, and as a result of that, the convenient expressions for the mam junction 
parameters - Input impedance Z,„ , Isolation IS, Return Loss RL etc. are obtained; in) 
Through a computer simulation an extensive information for behaviour of the above 
mentioned junctions parameters is easy obtained in advance before experiments. 

The described procedure was demonstrated in [1] for an S-band stripline circulator. 
Because the junction input impedance deviates considerably from standard value Z0 - 50 
ohms the matching of the investigated nonreciprocal structure seams to be one of the 
important circulator problems. In [1] this task was solved with one- and double-step 
quarter wave transformers. This way however, leads to a considerable increasing of the 
junction dimensions. The inherently matched stripline Y-junction described in [2] can be 
considered as an alternative of the classical stripline circulator because its dimensions are 
determined on ferrite disk diameter mainly. So, the Y-junction construction is appropriate 
for the case when a narrow band devices are of interest. If some wider operation 
bandwidth is necessary and the circulator dimensions should be as small as possible anew 

decision for circulator design should be proposed. 
The investigated structure consists of two perpendicularly magnetized ferrite disks with 

diameter Df and height h . The radius R of the disk conductor is assumed to be smaller 
than ferrite radius Df 12. The stripline conductors thickness t is supposed to be thin enough 
, i.e t Ih «1 . At these conditions the planar equivalents of resonator and coupling lines 

can be introduced as it is point out with a dashed lines on Fig. 1. The expressions for 
calculation of the junction input impedance Zin and circulator isolation IS are as m [1], 
but with the corrections for the characteristic impedance formula of the ferrite stripline Zcf 

[2] determining the load impedance ZL. The matching of the nonreciprocal junction shown 

in Fig. 1 is done through a two short ferrite striplines. 
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Matching striplines 

Input Stripline 

W0 =Wp 

Conductor Disk 

2R 

Ferrite Disk 

Df 

Fig.l 

The width Wß , Wp and the length Lß , Lp of the coupling matching lines, as well as 
the radius of conductor R and magnetizing field Hi should be determined for proper 
circulator operation. This aim is done through a numerical simulation of the described 
nonreciprocal junction. During optimization procedure the principle of frequency 
compensation was used elsewhere. For this pxirpose the dimensions of the coupling matching 
lines were varied until the condition Rin + jXin o RL - jXL was satisfied. 

Numerical results 

The numerical calculations are done for S-band junction with ferrite disk dimensions: 
Df = 22 mm and h = 2 mm. The ferrite parameters: saturation magnetization Ms = 700 G 
and permittivity Sf =14.5 are taken as for substituted I-Al garnet - a material typically 
used. The input stripline of 50 Q is designed for a conductors of width W0 = 5.6 mm and 
thickness t = 0.1 mm. The simulation procedure is realized through a FORTRAN program 
SLC2TF which operates in dialogue regime and can calculate the junction characteristics 
when the dimensions of the coupling striplines are varied. The practical realization of this 
procedure is convenient to be done for different width Wß and constant values of the 
lengths Lß , Lp and Wp. . As a result of simulation a number of configurations for 
matching striplines dimensions were proposed. It was found out that the operational 
bandwidth is increased when the coupling angle v= arcsin©^ I2R\ decreases. This tendency 
is explained with the weaker frequency dependence of the junction input impedance at 
smaller coupling angles. For example the matching structure characterized with 
dimensions Lß =3,5 mm, Lp =1.5 mm, Wp, = 5,6 mm and coupling width values Wp = 
2.5,2.0,1.5 and 1 mm provides the values for the bandwidth (characterized at level IS > 20 
dB) 110, 170, 210 and 260 MHz respectively. In all cases the mechanism of the above 
mentioned frequency compensation has took place. For the last case that is illustrated in 
Table 1, where all necessary calculation data are summarized. As can be seen the proposed 
configuration of the coupling ferrite striplines ensure matching of the junction with radius R 
= 6 mm in the frequency range 2.34-2.60 GHz.. With a small degradation the bandwidth 
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can be slightly shifted (± 50 MHz) up and down through a deviation of the magnetizing 
field Hi in the range 90-150 Oe. 

Table 1 

R = 6mm,Wfi = 1.0mm, Lfl =3.5 mm, Wß = 5.6 mm, Lft = 1.5 mm , H, =120 Oe 

/GHz k/ju IS, dB RL,Cl XLfr Rin&Xin,Q        OdB   IS     -20 dB 

2 320 0.97 -16.65 14.3 -10.9 12.7 8.4 ******** 

2 340 0.95 -20.60 14.2 -10.7 13.0 9.2 ********** 

2 360 0.94 -22.32 14.1 -10.5 13.1 9.2 Sf» 5(C 3(C ^H 3(4 *1C 5(C ?|C JJt 7|C    ?p 

2 380 0.93 -24.45 13.9 -10.3 13.1 9.3 ********** ** 

2 400 0.92 -27.24 13.8 -10.1 13.2 9.3 ********** *** 

2 420 0.91 -31.26 13.7 - 9.9 13.3 9.4 ********** ***** 

2 440 0.90 -33.36 13.5 - 9.7 13.1 9.5 ********** ****** 

2 460 0 89 -41.03 13.4 - 9.5 13.2 9.5 ********** ********** 

2 480 0.88 -37.15 13.3 - 9.3 13.3 9.5 ********** ******** 

2 500 0.87 -31.11 13.2 - 9.0 13.4 9.6 ********** ***** 

2 520 0.86 -27.46 13.0 - 8.8 13.5 9.6 ********** *** 

2 540 0.86 -24.92 12.9 - 8.6 13.6 9.6 ********** ** 

2 560 0.85 -23.00 12.8 - 8.4 13.8 9.6 ********** * 

2 580 0.84 -21.46 12.7 - 8.2 13.9 9.6 ********** 

2 600 0.83 -20.11 12.6 - 8.0 14.0 9.6 ********** 

2.620 0.82 -19.03 12.5 - 7.8 14.1 9.6 ********* 

It is interesting to point out that the presented data are comparable with the results 
obtained for the case when a quarter- wave transformer is used [1]. This statement is proved 
with a program SLC1TD which calculates the parameters of circulator matched with 
dielectric ring. For the junction with radius R = 10 mm and coupling width W- 6.5 mm 
the optimum transformer parameters are: Wd = 3 mm, Ld = 7 mm and ^ - 15. At these 
conditions the circulator will operate with Ht = 70 Oe in the bandwidth 2.40-2.65 GHz 
which practically coincides with that in Table 1. The construction of circulator matched with 
dielectric ring however, has several disadvantages. It is more expensive, less technological 
in production and has greater dimensions. 

Conclusion 

The proposed procedure for numerical simulation of nonreciprocal ferrite junction can 
produced a number of new design and decisions for below resonance stnpline circulators. 
The principle of the frequency compensation between the junction input and loading 
impedances can be successfully used for broadening of the frequency range as well as for 
optimization of the matching procedure. In this way a considerable time and efforts can be 
saved during practical realization of different microwave gyrotropic devices. 
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Dielectric elements and structures of different geometry, placed inside rectangular waveguide sections, are 
widely used in microwave techniques such as control, limiting and stabilizing devices. Dielectric «inserts» with 
flat boundaries filling the whole rectangular section of waveguides belong to one of the simple types of such in- 
homogeneities. Such inserts can serve as functional elements of phase shifters and filters, dielectric windows, lay- 
ers of absorbing coatings, etc. In electromagnetic analysis of most of them it is necessary to consider the problem 
of excitation of three-layer dielectric structure placed inside a waveguide section. Orientation of boundaries be- 
tween the layers (across the axis of the waveguide) determines such a filling as longitudinally-inhomogeneous. 
Thus a solution of the problem of excitation of rectangular waveguide section with three-layer longitudinally- 
inhomogeneous filling is of great practical interest. 

It is known that exact analytical investigation of the fields in a plane-irregular in longitudinal direc- 
tion structure can be done in a convenient way by the method of cross-sections [1] that is based on the 
field expansion in each cross-section of a regular waveguide in terms of the eigenwaves of a certain stan- 
dard waveguide with parameters coinsiding in this cross-section with parameters of irregular waveguide. 
This very method, as a matter of fact, is used when considering the sharp irregularities of the step type of 
the open waveguide cross-section or, in other words, a junction of two open waveguides [1]. Obtained ma- 
trix equations have infinite order. Their analytical solution can be found only approximately using any 
small parameter characterizing the perturbation (smpothness of transition, value of material parameter 
jump at the junction, etc.). Numerical investigation of the fields in considered waveguide dielectric struc- 
tures can be efficienly realized by using the methods of integral equations [2], singular integral equations 
[3] or partial domains [4]. 

Nevertheless, the problem of excitation of electromagnetic waves in the domains with coordinate bounda- 
ries can be solved conveniently with the aid of the Green's tensor function for the Hertz vector potentials. Thus, 
in [5] they are built for homogeneously filled rectangular waveguides and resonators as well as for otherdo- 
mains, whose boundaries partly or fully coinside with coordinate surfaces of an orthogonal cylindrical coordi- 
nate system (including rectangular one). Here, solutions of the vector equations for the Green's functions were 
built in the form of the series expansion of three (one longitudinal and two cross-sectional) vector functions in 
terms of the scalar eigenfunctions. It turns out that by a similar method, not using more complicated apparatus 
of the Green's field functions, one can solve the problem of excitation of the considered dielectric structure for 
longitudinal (oriented along the axis of the waveguide) given currents. The present paper is devoted to building 
the Green's functions of magnetic and electric types for the sections of rectangular waveguides with three-layer 
longitudinally-inhomogeneous filling excited by such currents. 

Consider three types of waveguides sections: infinite waveguide (Fig. 1, a), senu-infinite waveguide 
(Fig. 1, b) and rectangular resonator (Fig. 1, c). Let us introduce a coordinate system, whose axis Z is di- 
rected along the axis of rectangular waveguide and the axes x and y along the contour of its cross-section, 
that is along the wider and narrower walls having dimensions a and b, respectively. In the Figure, longi- 
tudinal sections are presented with indication of coordinate boundaries of dielectric layers and face walls 
(all the walls of waveguide structures are considered as perfectly conducting). 

0        z, z, z   0        z, z, z   0       z, i,        / z 

,(6|;ni) (£2^2) (83^3) (EJ;HI) fo; ua) (£3^3) to: Hi) (£2^2) (63^3) 

a) c) b) 
Figure 1. 

The expressions of [5] corresponding to the case of longitudinal given currents, for the Green's tensor 
functions of rectangular waveguide are used as the key ones: 

s 
m,«=0 

(2~80m)(2~50«) 
ab 

.   mux  .   m%x'  .   nuy  .   nizy' ,e /     ,\ 
sin sin sm—^-sm—^—h„„(z,z); (1) 
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Ä   (2-8nm)(2-50„)       mnx       mnx'     „ nny „^ nny' uM t      v GM =   V   x: Ü2^ y^-cos -cos cos—-^-cos—-—nmn(z,z), 
^ n ab a a b b 

where 50w.5u« ars tils Kr°aecker symbols; (x',y',Z') are the coordinates of the source point, and 

(x,y,z) are the coordinates of the point of observation; functions Ge, h^n(z,Z') are the functions of elec- 

tric and Gu,h%„(z,z') of magnetic type, respectively. 
Universality of expressions (1) lies in the fact, that they contain dependences on the longitudinal co- 

ordinate z in implicit form defined by functional coefficients f$?\z,Z') = Ae(M) ■ They should be found 
from the Helmholtz inhomogeneous equations by the method of variation of arbitrary constants in the 
layer, where the given currents are located, and from the homogeneous equations in the rest layers of the 
dielectric structure. Such an approach is justified because for a waveguide with transversal layers of dielec- 
tric excited by the longitudinal currents the structure of waveguide modes remains invariant, and this 
gives an opportunity to build a full system of independent transverse and longitudinal vector eigenfunc- 
tions similarly to [5]. 

Unknown coefficients in the representations of the functions /£
(M)

 (S is the number of the dielectric 

layer) can be found from the sets of equations obtained from the boundary conditions for hfu> on the 
surfaces of dielectric layers. They are formulated in accordance with the behaviour of normal and tangen- 
tial components of unknown vector fields: 

Äe(M) _ i,e(M).        e(M)    dh% M ,e(M)    ans+l 

dz •Vl dz 
(2), 

where a% = l/es for the functions h°, and a? = 1/M-S for the functions hf(ss and ^ are the relative di- 
electric and magnetic constants of the medium in the layer with the number s, respectively). While deriving elec- 
tric Green's function on the face wall structures, functions A® must satisfy a homogeneous Neumann boundary 

condition, and in the case of magnetic Green's function hf must satisfy a homogeneous Dirichle boundary 

condition. For semi-infinite front layers, the functions hfu) must satisfy a condition of radiation at infinity. 

The obtained expressions for the functions hffi(z,Z') can be reduced to the following form, in the 

case of the given sources located in the layer with parameters Sj; (Xj: 

>e(M)fe,Z'),    Z<Z'\ 

FeM(z,z') - — sin Yife - z'),    z' <z<z\\ 
Yl 

*e<M)(z')-«i(M)fe),   Z!<z<z2; 

cDe(M)(£')-3>2(M)&>>     z>Z2, 

h±Hz,Z') = (3) 

where: 
1) in the case of infinite waveguide (Fig. 1, a): 

<Df(M)(z) = -4TC 

•    _e(M) 

cos y2(z2 - z)+ -1~M sin Y2(*2 - z) 
Y2fl2 

;<^(M)(z) = -47Ce-^-*2); 

<u) = Y24SsinY2fe -^-h3^osy2(z2 -*);   *$M -J^fci); (4) 

0e(M)(zf) = e-fn(Zi-zy[<t>e(K) _ tt>e(M)]; 

F*(*\ZiZ) = ^lC^i(z-z") _ e-iri(zi-z). oe^(^)- [*i(M) + ' • #2(M)]) 

2) in the case of semi-infinite waveguide (Fig. 1, b): 
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<De(z') = cosr^'/ODf -cosytf! + <KJj siny^); <5M(z') = siny^'/^f siny^ - <&£ cosy^); 

Fs(z,Z') = —-cosy^-^innz'-tgy^! -cosy^' + ^(.Z'^/cosy^i) ^ 
Yl 

FM(z,Z')=—smylz-(cosylz'+tgylZi-sinylz'-<i>u(z')^/cosylZi) 
Yl v ' 

Functions <1)^M)(^) and <t>fM\z), as well as auxiliary coefficients 0®
(M)
 and $2

(M\ are anal°" 
gous to the case of infinite waveguide (4); 

3) in the case of rectangular resonator (Fig. 1, c): 

®1(Z) = 4ic cosy2(Z2-z)-cosy2(Z2-l) + ^^siny2(Z2-Z)smy3(z2 -I) 
Y2S3 

cosy2(z2 -z)-siny3(z2 -/)-^^siny2(z2 -z)cosy3(z2 "0 
Y2^3 

(6), G>|Cz) = 4jtcosy3(z-/);    <J>2(z) = -45tsiny3(z-/); 

Of = y3 —cosy2(z2 -^l)'sinY3fe ~0~Y2— sinY2fe -^l)cosY3(^2 "0; 
83 62 

et?1 = Y3B.Cosy2(z2 -z\)■ cosy3(z2 -/) + y2 —cos y2(z2 -^)siny3(z2 -/). 
1 H3 ^2 

Expressions for the auxiliary coefficients <I>2
(M)
 are analogous to the case of infinite waveguide (4), and 

those for the functions $>e(-M\z') and Fe<-M\z,Z') are analogous to the case of semi-infinite waveguide (5). 

By the same method the functions tiffi (z,Z') can be obtained for the given sources located in the other layers 

of the dielectric structure. In (4)-(7), y2
s = k2 - (tm / a)2 - (nn / bf , where ks = w^/s^T is the wave 

number and co is the frequency. The constructed Green's functions give an opportunity to determine the longitu- 
dinal components of electric Ul(x,y,z) and magnetic Tlf(x,y,z) Hertz vectors in every region of the consid- 
ered waveguide-dielectric structures in the form of a volume integral: 

nf"\x,y,z) = .   .  *      .[jt^\x',y',z')G^dV, (7) 

where V is the volume of the s-th layer, in which the given longitudinal electrical jl{x',y',z') or magnetic 

Jz(x',y',z') currents are located, (z/,\xs) are the parameters of dielectric layer, in which Ilfu^ is to be found. The 

form of expression for GeM is defined by (1) and by the concrete form of the functions hffi (z,Z') • Based on the 

known coefficients, the sought electromagnetic fields are ddermined with the aid of n^M). 
Thus the constructed Green's functions of the sections of rectangular waveguides with three-layer 

longitudinally-inhomogeneous filling, in the case of excitation by longitudinal given currents, enable one 
the to widen the possibilities of mathematical simulation of varions electromagnetic problems, including 
problems of diffraction on inhomogeneities inside considered waveguide-dielectric structures. 
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Abstract 

In the search for low cost high power semiconductor 
diode oscillator device, a new millimeter wave 
evanescent mode power combiner with Gunn diode 
oscillator at 35 GHz employing combination of 
suspended stripline and evanescent mode resonator is 
developed. With a 35 GHz diode rated at 100 mW, 
stable power output of more than 180 mW is achieved 
over a tuning range of about 3.5 GHz. The oscillator is 
simple in fabrication, cost effective and is amenable 
for integration with other planar circuits. 

Introduction 

Gunn diode is one of the most important solid state 
millimeter-wave source. It exhibits low noise and a 
wide operating frequency range and capable of 
generating power 100 mW or greater. Although 
enhanced power output can be easily obtained from 
IMPATT devices, these are usually not suitable 
because of higher noise. Therefore employing more 
than one diode in series shows promise as a method 
for increasing the output power of these devices as 
millimeter-wave oscillator. Most of the application of 
Gunn diode oscillator at Ka-band are based on its 
compact size, light weight and stability. Some of the 
applications are in missile-guidance and tracking, 
traffic control radar, satellite communication, helmet 
mounted trans-receiver system for soldiers, pattern 
recognition, weather prediction etc. 
Millimeter wave oscillators in MIC form offer 
advantages in terms of small size and ease of 
integration with other planar circuits. Since an 
oscillator forms an essential part of a millimeter 
receiver front end, its development leading to 
simplicity of fabrication and lower circuit losses while 
retaining the advantages of MIC fabrication is of 
considerable importance. Bulk of published literature 
on Gunn diode oscillators are in waveguide and 
microstrip configurations [1,2]. Recent paper [3] has 
proven feasibility of utilizing Gunn diode oscillator 

employing evanescent mode guide as a resonator in 
suspended stripline configuration. Most millimeter 
wave Gunn diode oscillators reported in MIC form 
employ microstrip medium with Varactor tuning [4]. 
For application not requiring electronic tuning, 
microstrip oscillator employing evanescent mode 
resonator offers an attractive cost-effective solution. 
In the circuit reported [4], Gunn diode is mounted 
inside a section of evanescent mode waveguide and 
resonance is achieved by tuning out the capacitive 
reactance of the diode with the inductive reactance of 
the evanescent guide section. The output is taken 
through a microstrip electromagnetically coupled to 
the evanescent mode guide. It is well known that in 
millimeter wave band, the microstrip tends to be 
excessively lossy. A low loss planar transmission line 
which overcomes this problem is the suspended 
stripline. In the present paper, the low loss feature of 
the suspended stripline and the inductive property of 
the evanescent mode guide are utilized to realize a 
simple, small size, low cost, Ka-band power 
Combiner, with broad-band performance. 

Evanescent Mode Resonators 

Microwave oscillations in an evanescent mode wave 
guide (EMWG) were first observed in high power 
TWTs. The occurrence of pass bands below cut-off 
often was given an explanation for the conditions, and 
the fact that this phenomenon can have useful 
applications was later demonstrated in the field of 
passive microwave components. Components for 
microwave integrated circuits with EMWG resonators 
which is having very high value of quality factor was 
reported [5], and the properties of evanescent mode 
resonator as now are well understood. In this 
technique, inductance is realized by a short section of 
rectangular wave guide below cut off. It is well known 
that a rectangular waveguide operating at a frequency 
far below its dominant mode cut-off frequency 
behaves like a pure inductance, and therefore stores 
magnetic energy. Resonance conditions are 
established by introduction of a device that stores 
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electrical energy, such as active devices that are 
capacitive in nature. 
An EMWG (evanescent mode wave guide), of length 
L, impedance Zu and propagation constant y can be 
represented by a it section, shown in Figures 1 and 2. 
In present power combiner circuit shorted end it- 
section EMWG  is used. The main feature of the 
equivalent circuit is that the  individual  elements 
closely  approach  genuine  lumped  elements.  The 
relationship    between    reactance    and    frequency 
normally associated with a distributed network is 
absent. Broad-band operation should therefore be a 
characteristic of active device (Gunn-diode) used with 
evanescent mode resonators over a large frequency 
range. The lumped element nature is considered a 
problem of matching the impedance of an active 
device over a large frequency range. If distributed 
elements   are   used   for   matching   purposes,   the 
operating bandwidth is degraded due to the parasitic 
pass bands associated with these elements. Normally, 
these pass-bands  are related  harmonically  to the 
operating frequency. However, with evanescent mode 
resonators, as long as frequency of operation does not 
exceed  the  cut-off frequency  of the  waveguide, 
additional   pass   bands   do   not   exist.   At   higher 
frequency, parasitic pass band are possible, but these 
do not fall at harmonics of the working frequency. 

load to the Gunn-diode. A dielectric screw is inserted 
from the opposite side of the substrate so that the 
diode makes firm contact with the strip conductor. 
Unlike  in  [4],  where biasing the diode requires 
bonding a wire to the anode, in this configuration DC 
bias is easily provided through a low pass filter 
printed as part of the suspended stripline circuit. The 
evanescent mode section located immediately next to 
the diode presents an inductive load to the Gunn 
diode. Additional tuning screw is provided in the 
vicinity of the diode to facilitate the tuning. The 
output can be taken either through a K-type coaxial 
connector connected to the suspended stripline or 
through  a Ka-band rectangular waveguide  via a 
suspended   stripline   probe   transition.   The   latter 
arrangement is shown in Fig.3. 
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Fig. I Length of the EMWG and equivalent circuit (n-section) 
Fig.2 Length of the shorted end EMWG and equivalent circuit (it- 

section) 

Oscillator Configuration 

As illustrated in Figure 3, the oscillator employs a 
suspended stripline terminated in an evanescent mode 
guide section. The evanescent mode guide is formed 
by simply extending the suspended stripline channel 
(without the substrate) with reduced dimensions. The 
dual Gunn-diode is shunt mounted in series 
configuration at the end of the suspended stripline so 
that the evanescent guide section presents an inductive 

I Dual Gunn diode location 
Fig.3 Layout of EMWG power combiner in suspended stripline 
configuration. 

Equivalent Circuit and Design 

Figure 4 shows the equivalent circuit of the oscillator. 
The circuit elements L„ C, and C2 constitute a it- 
equivalent circuit representation for the encapsulation 
of the diode. The diode is supported in the channel by 
means   of   a   brass-metallic   post.   This   post   is 
represented   by   a   T-necwork   composed   of  the 
capacitance  Cb   in   series  and  a  shunt  reactance 
consisting of the series combination of an inductance 
L, and a capacitance Cg. The capacitance due to tuning 
screw is represented as Cm. L is due to an inductive 
line printed as a part of the matching network.. The 
capacitive reactance due to Cb accounts for the phase 
variation of the field across the post in the direction of 
propagation, due to its finite diameter. 
The oscillator is designed at 35 GHz by considering 
the following main aspects: (i) accurate modeling of 
the resonant-region    taking     into    account    the* 
equivalent circuit of the dual-Gunn diode, admittance 
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due to   the   mount and the   load   presented by the 
evanescent mode waveguide (ii) computation of the 
overall   impedance   of   the   above   network   and 
establishing resonance condition (iii) arrangement for 
dc biasing the diode through a low pass filter and bias- 
suppresser (iv) the transition from suspended stripline 
to Ka-band output waveguide. 
The equivalent dual device impedance Yd (where Yd, 
and Yd2 corresponding to MDT-diodel & diode2) is a 
strong function of the frequency and DC bias current 
and   a   weak   function   of   the   RF   current   and 
temperature. The equivalent circuit admittance Yc is a 
function of only the frequency. The criteria for circuit- 
controlled   steady-state   oscillation   are   given   by, 
Im (Yd +YC) = 0  and Re | (Yd) |  2:   Re | (Ye) | , 
where YC =   Gc   + j Bc , is the load admittance 
transferred to the equivalent dual diode plane. 

To son 
Line 

tt*M 

Fig.4   Equivalent   circuit   of  power-combiner   EMWG   Gunn 

oscillator. 
tj ,I0*C 

Po 
(mW) 

Bias Voltage 

Fig. 5 Combiner power output as a function of bias voltage. 

Experimental Results 

The evanescent mode Power-Combiner Gunn 
oscillator as configured in Figure 5 is fabricated using 
two MDT diode (MG 1018-16) rated at 100 mW. 
Each diode and its resonant condition was tested 
individually and optimised maximum power at desired 
frequency. Two diodes were than stacked in a 
common EMWG and tested as a single resonant 
assembly. The operating current for the dual diode 
oscillator was 1.09 Amp. Biasing the diodes from 
separate power supplies or single power supply did 
not make significant difference in the results. 
Different spacing between diodes were tested, but 
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only small change in frequency and power was 
observed. The output is taken from a Ka-band 
waveguide via a suspended stripline probe transition. 
Figure 5 shows a graph of the measured output power 
versus the bias voltage. The oscillator offers more 
than 180 m W of power output at 20°C. With a variable 
short provided at one end of the output Ka-band 
waveguide the oscillator could be tuned over a 
frequency range of about 3.5 GHz around 35 GHz. 
For oscillator requiring coaxial output, this tuning is 
provided by the tuning screw in the evanescent guide. 

Conclusion 

A new configuration of a suspended stripline Ka-band 
power Combiner with two Gunn diode employing 
evanescent guide as part of the resonant circuit is 
reported. Further more the evanescent, mode 
combining concept may be extended to two to more 
diodes in suspended stripline configuration. The 
oscillator permits nearly 100 % combining efficiency, 
in addition to offering advantages in terms of low 
cost, ease of biasing, easy runability over a bandwidth 
of about 3.5 GHz, small circuit losses and ease of 
integration with other planar components. 
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NUMERICAL ALGORITHM FOR THE DESIGN 
OF PLANE JUNCTION OF TWO WAVEGUIDES WITH ARBITRARY 

STEPPED BOUNDARIES OF CROSS-SECTIONS 

Anatoly A. Kirilenko 

Institute of Radiophysics and Electronics of the National Academy of Sciences of Ukraine 
12 Akad. Proskura St., Kharkov, 310085 Ukraine 

The usage of waveguides with nonstandard cross-sections or pieces of such waveguides as 
fragments of complicated diaphragms or frequency-selective surfaces is now a common 
practice in microwave engineering. Therefore the general key-building blocks that are oriented 
on arbitrary waveguide geometry, as well as the specialized key blocks for the fixed geometries 
are needed when developing the software for exact design of microwave devices. We shall 
discuss here the computation of the S-matrixes of a plane junction between two different 
waveguides with arbitrary stepped boundaries of cross-sections. H- and TJ-waveguides [l], T- 

and cross-shape waveguides, L-waveguides and waveguides having cross-section similar to the 
Jerusalem cross [2] are particular cases of such waveguides. In the absence of an exact 

specialized algorithm, the approach briefly outlined below can be used as a tentative tool of 
simulation of plane junction of two waveguides with nonstandard smooth cross-sectional 
boundaries approximated by the stepped contours [3]. The latter approach is useful, for 

example, for a rapid preliminary estimation of "what if?" ideas in the microwave design, before 
running more exact specialized algorithms. 
Let us describe the waveguide cross-sections S0 and Si as two sets of rectangular domains 
where two sides of each of the latter are metallized (see Fig.l). Similar division is common for 
the majority of conventional methods of such waveguide modal basis calculation based on the 
mode-matching technique or on the surface integral equation for the fields on the domain 
boundaries. The used here form of the field expansions is oriented on the transverse resonance 
method, where the above-mentioned domains can be treated as pieces of plane waveguides. 
Such an approach is the most convenient one within the frames of large modeling packages, 
where a set of various plane waveguide key-building blocks enables one to form rapidly the 
dispersion equations for the most complicated cross-sections. 

Arbitrary      cross-section       of 
Si :•*:■ 

■:i:- 

3- 

X- 
Vil 

2 
considered type can be completely 
characterized with the aid of 
geometry matrix 
Gm[0<j<,Jm,0Zk<3], where 

    j is the number of domain, Jm is 
Fig.l. Cross-sections of two connected waveguides  the total number of domains, m is 
and their division into partial domains the number of waveguide. The 

elements of the z'-th line describe 
sequentially the abscissa of the left lower edge of the partial domain, the width of the 
corresponding waveguide, the ordinate of the left lower edge of the domain, and the length of 
the plane waveguide section. The single restriction imposed on the Gm -matrices is as follows: 
the cross-section of the i-st waveguide must be placed completely within the cross-section of 
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partial subdomain 
of overlapping 

the O-th waveguide, as it is supposed to use the mode-matching method to find a required S- 
matrix In the opposite case it is possible to implement a "zero-length virtual rectangular 
waveguide" having the cross-section bounded by the "extreme" fragments of initial boundaries. 
After that the problem is reduced to two standard ones and to the assembling the final 
geometry by the S-matrix technique. 

When calculating the coupling integrals 
we have to integrate the scalar products 
of two electric fields of eigenmodes that 
are defined  sectionally  at  a  set  of 
domains.     Therefore    an    additional 
preliminary step is required to determine 
the   set   of overlappings   among   all 
domains of S0 and Si. This procedure 
consists  in  the  verification   of the 
systems of simple inequalities, defining 
the location of each domain of the Ö-th 

  waveguide relatively each domain of 
the 7-st waveguide and fixing their overlapping. Such an operation produces a matrix 
CMO < i < 1,0 < k < 3] that characterizes the set of overlapping sub-domains. Here i is the 

ordered number of sub-domain, I < J^JX is the total number of sub-domains. The elements of 
the /-th line define sequentially the numbers of corresponding overlapping domains of S0 and 

S , yst and yfin are the ordinates of the lower and upper boundaries of the /-th overlapping 
sub-domain, respectively. The problem of calculation of the matrix of coupling integral consists 
in summing up the partial integrals over the set of overlapping sub-domains according to the 
CR-matrix. Thus, for the "p"-th mode of the 0-th waveguide and the "s"-th mode of the i-st 
waveguide we have the following coupling integral, where s™ denotes the * - th domain of 
cross-section Sv. 

Fig.2 Overlapping of cross-sections and partial sub- 
domain of overlapping of the 3-rd domain of the 0- 
th WG with the 1-st domain of the 1-st WG 

111 
Si 

►W-PA 
dS 

) 
lz JJ h\ 

J0-UX-I 

Suppose now that the mode bases of both waveguides have been found and ordered by a set of 

transversal wave numbers-xiv), where v=0,l and 5=0,1,2,.. are the number of the waveguide 
and of the mode in this waveguide, respectively, and by corresponding set of vectors of the 

Fourier-amplitudes: a^ , b^ of the expansions of the Hertz vector within eachy-th domain. 
Here we emphasize the standard character of sub-domain geometries (see Fig.2-metallized side 
walls and open or shortened upper and lower walls) and standard presentation of eigenmode 
fields It becomes clear that this is a proper way to develop a generalized algorithm for the 
analysis of junction between two waveguides with stepped boundaries, based on a standard 
procedure of calculation of partial coupling integrals for arbitrary sub-domains. 
The latter have the form of the double sums and up to the constant determined by the chosen 
normalization of the eigenmodes, we have, for example, for the 7E-waves in both waveguides: 
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N, Mi 

AAm ~ 1 mpn pn  L   wsmK sm nm    sm nm* nm 

- fiaPW*) { ico^\a^eba-b^ebb)cc    + ^      pn pn   ^      snrsm ran    sm nm^ nm 
n-Ö   F        m-0 
JV, ^i 

+ T #)#) y fiXa^X™ +b^eab )ss     + L pn    pn ** pm K sm nm    sm nm}  nm 
n=\ m=\ 

+ T #¥*> y fiXa^J" +b^Xbb )ss + L pn    pn  L pm K sm nm    sm nm}  nm 
n-\ m-\ 

where, for example, 
xV)+a0) 

,(/) 

Such an algorithm was first realized in a general form by V. I. Tkachenko, as a C++ code, and 
has been tested for the plane junctions of rectangular, ridged and double-ridged wavegiudes. 
After developing a generalized algorithm of the search for the eigenmode bases of generalized 
waveguides with piecewise boundaries specified by their G-matrixes, we shall obtain an 
extremely powerful and versatile tool for high-precision microwave CAE. 
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NUMERICAL INVESTIGATION OF MULTIPLE RECTANGULAR APERTURE 
IRISES IN RECTANGULAR WAVEGUIDE 

L. P. Mos'part, A. A. Kirilenko, V. I. Tkachenko 

Institute of Radiophysics and Electronics of the National Academy of Sciences of Ukraine 
12, Acad. Proskury St., Kharkov, 310085, Ukraine 

It is known that rectangular irises are conventional elements of microwave waveguide 
circuits. However application area of them is limited essentially by their low quality factor. 
Using multiple aperture irises makes it possible to design circuits with non-conventional 
features. For example, a design of easy manufactured bandpass filters based on multiple irises 
with four equal apertures was reported in [1]. Frequency response of multiple rectangular irises 
with different apertures was firstly studied in [2]. It appears that such irises have a bandstop 
feature but this attractive result has been obtained on the basis of approximate model. So, 
development of proper rigorous model is of particular interest. The purpose of this paper is to 

a) b) 
Fig. 1 Multiple rectangular aperture iris 

develop rigorous numerical models of multiple rectangular irises with different apertures and to 
study their frequency response. 

The structure under consideration is shown in Fig. la. It represents itself a multiple iris 
placed in a rectangular waveguide. Iris cross-section contains arbitrary number of different 
rectangular apertures. Exact numerical model of the structure has been developed by solving a 
adequate discontinuity problem, that is N-furcated double plane discontinuity. Solution of this 
problem was obtained by the mode-matching technique. S-matrix of multiple aperture iris was 
obtained from the S-matrix of discontinuity with the aid of the generalized scattering matrix 
technique. To examine the validity of developed model, irises with single, two and three 
apertures were studied numerically. Obtained numerical results were compared with numerical 
and experimental data cited in [1,2,3], and a good agreement between them was observed. 
Besides, the phenomenon of the relative convergence of obtained solution and the problem of 
choosing the optimal number of modes inside iris apertures were also studied to provide 
accurate results. 

As it was reported in [4], frequency response of a multiple iris with at least two 
different apertures has two resonances corresponding to the total transmission and one 
resonance corresponding to the total rejection. In order to reveal a mechanism of forming the 
latter resonance, numerical studies were carried out for the iris, whose cross-section is 
presented in Fig. lb. The iris cross-section contains three rectangular apertures located one 
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under another. Upper and bottom apertures have equal dimensions. The third aperture of 
different dimensions is located symmetrically between them. Numerical studies were carried 
out for a number of three-aperture irises placed in rectangular 22.86x10.16 mm waveguide 
within the single-mode frequency range. Scattering parameters of the irises were calculated 
accounting for 100 to 120 H-modes and a proper number of E-modes in the circuit. A required 
number of E-modes was taken in such a manner that maximum transversal wave numbers of 
the H-mode and E-mode were equal. The number of H- and E-modes inside iris apertures were 
taken respectively to their cross section dimensions. 

An effect of changing the dimensions of iris apertures on the iris frequency response 
has been numerically studied for the irises with different dimensions of their apertures. As a 
first example, the iris with central aperture of 16.86 by 1.52 mm2 is considered. The height of 
the upper and bottom apertures is 2.52 mm, whereas the width of them is changed from 7 mm 
to 22 mm. Frequency responses versus K=aJX for of this iris are presented in Fig. 2 for some 
values of a2 All the above mentioned resonances are observed on the plots for the iris with 
apertures, wide dimensions of which are close to each other. While changing a2 in such a 
manner that a2 and ai are close, the character of frequency response itself is not changed 
whereas the resonant frequencies of total rejection resonance and one of the total transmission 
resonance are shifted. The band of rejection resonance is changed essentially. Resonant 
frequency of the second total transmission resonance remains the same. As the second 
example, the iris with central aperture of 22.86x1.52 mm2 is considered. The width of the 
upper and bottom apertures a2 =19 mm whereas the height of the upper and bottom apertures 
b2 is changed. Frequency responses of the iris are presented in Fig. 3 for different values of b2. 
It reveals that the effect of changing the height of upper and bottom apertures on the iris 
frequency response is essentially less than the one of changing the wide dimension of them 

IRI 

Fig 2 Frequency response of three aperture iris for different values of bottom and upper apertures width a2 

although it leads to similar results. Changing the dimensions of the central aperture shows a 
similar effect on the iris frequency response as changing the dimensions of upper and bottom 
apertures.       Similar results were obtained for a five-aperture iris, cross section of which 
contained two pairs of equal apertures, located symmetrically with respect to the central 

aperture. , 
According to obtained data, the lower resonant frequency corresponding to the total 

transmission resonance is determined mainly by the dimensions of the aperture having the 
greater width; the upper resonant frequency corresponding to the total transmission resonance 
is defined mainly by the dimensions of the aperture having the smaller width. Rejection 
resonance is formed by "combining" the frequency responses of the iris apertures. By choosing 
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appropriate dimensions of the iris apertures (i.e. by playing with electromagnetic interaction of 
iris apertures), it is always possible to achieve high quality of rejection resonance (see Fig.4), 
which has the same nature as conventional rejection resonanse known before. Rejection 
resonance at a desired frequency with a required quality factor can be obtained easily by 
choosing proper dimensions of the iris apertures. So, it is obvious that the rejection filters 
based on the multiple rectangular aperture irises can be designed, and such filters are easy in 
manufacturing because of their simple geometry. 

|R| 

Fig. 3 Frequency response of three aperture iris for different values of bottom and upper apertures height b2 
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Fig. 4 Transmission loss for two different three aperture irises 
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MAGNETIC FIELD FINDING IN THE SOURCE-REGION OF 
LONGITUDINAL SLOT IN A WAVEGUIDE FILLED WITH LAYERED 

DIELECTRIC 

Ludmila P. Yatsuk 

Kharkov State University, Svobody Sq.4., Kharkov, 310077 Ukraine, 
e-mail: Ludmila.P.Yatsuk@univer.kharkov.ua 

Abstract. The problem of finding the scattering matrix coefficients of longitudinal slot in a 
waveguide filled with a layered dielectric is under consideration. The difficulties of representa- 
tion of the field excited by a longitudinal magnetic current in the source region are discussed. 
The new way of this representation is proposed, ensuring convergence of the excitation solu- 

tion. 
Introduction. There are different ways of an excitation problem solution for an arbitrary mag- 
netic current in a waveguide. The solving of this problem is necessary for obtaining the scat- 
tering matrix elements of slot inhomogeneity. The field is to be found in the region where a slot 
is located. In the case of a longitudinal slot the problem can be easily solved for an empty 
waveguide but not for the waveguide filled with a layered dielectric. The main reason of it con- 
sists of the impossibility to construct the Green's function for a vector potential when the me- 
dium in a waveguide is layered. The Green's function for a field and the eigenwaves method 
are followed with the solution which is not admissible for calculations. The essence of this 
problem and one of the ways of overcoming it are discussed in this paper. 
The main part. Let us consider a waveguide filled with three-layered dielectric in parallel to 
the narrow walls of the waveguide. The permittivities of layers are E1S E2, S3. The longitudi- 
nal slot of length L and width d is cut in the broad wall of the waveguide over one of the lay- 
ers. The electric field es can be found from the magnetic field continuity condition on the slot 

surface. If we use the Galerkin method with en (w=l, 2, 3,...) as a basis set for finding es, it is 

necessary to find the field under the slot excited by the magnetic current Jm equivalent to e„. 

In the case of an empty waveguide this field can be found with the aid of magnetic 
vector potential for which the Green's function is constructed using the set of the independent 
vector eigen functions of the waveguide cross section 

K",20], VX",fV , (1) 
where 

m     .   mice .   rmy f^ 
\j/m = sin sin —f-, (2) 

a b 

m mice      imy ,~^ 
X    =cos cos—r-, (3) 

a b 
m,n =0,1,2,...; a,b are the dimensions of the broad and narrow waveguide wall, respectively. 

It was shown in [1] that the independence of the functions (1) is due to the fact that 

they originate from the full set of vector eigen functions L, M and N introduced by Hansen 

[2]. The set (1) is available because the boundary conditions for L and M are the same. The 
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transverse eigen values for the eigen vectors are the same as well. All this enables one to unite 
all these functions under a common operation of summation and obtain the convergent series 
for the required field. This is valid for an infinite waveguide with a homogeneously filling. 

Another situation is taking place in the case of layered filling of a waveguide. The 

boundary conditions for the functions L , M and N on the boundaries of adjacent layers of 
dielectric are different. Their eigen values are to be calculated from different dispersion equa- 
tions So the set (1) of independent transverse and longitudinal functions cannot be con- 
structed It does not give an opportunity of traditional Green's function construction for the 
vector potential. As a consequence, the Green's function for a field or the eigen waves method 
(EWM) [31 is to be used in order to obtain the required field m the source region. 

There are two ways of Green's function construction depending on a choice of longitu- 
dinal direction: along the waveguide axis or normally to it (or to the boundaries of the adjacent 
layers) The first way was used in [4 - 6], the second in [7, 6]. When the source is a magnetic 
current neither the first way-Green's function nor the eigen waves method yields a solution 
suitable for calculations, The structure of the solution obtained with EWM [3] is as follows: 

Jm 

s s ^a 

Here H±s are the vector-functions representing magnetic field of the mode indicated with 

index s, C±s(z) are the amplitude coefficients depending on the coordinate z within the source 

region, z° is the unit vector along the z-axis, o is the frequency, |ia is the absolute magnetic 

permeability, J? is the projection of the vector of volume magnetic current density on the z- 

axis. 
Volume density Jx

m is connected with the surface density J?s by the relation: 

JT = -OW, (5) 

where 8(y) is the Dirac delta-function. 
It means that the third term in (4) is divergent, so are the first two sums. The same situation 
occurs when the first way-Green's functions for the field are used. Using the second way- 
Green's functions is equivalent to solving the non-homogeneous Maxwell equations from the 
very beginning with the aid of the Fourier integral. It requires an integration m the complex 
plane using the residue theory and results in very complicated expressions for the required 

The most compact expressions could be obtained if the third term in (4) is laid out in 
series and united somehow with the first two terms. But the problem in the proper choice of 
basis functions to be used in the expansion. In [1], it was shown that the additional term in (4) 
is exclusively due to the compulsory presence of potential functions in the expressions de- 
scribing the field inside the source region. This leads to conclusion that this term in (4) is to be 
expanded using only the potential basis. 

The potential eigen functions L are as follows: 
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L = Vcp, (6) 

where cp satisfies the equation 

Atyj+k2Zjtyj =0, (7) 

with j denoting the number of the dielectric layer, and boundary conditions 

= 0 (8) 
dn 

J  dn onJ+l 

at the perfect metal, and at the boundaries of adjacent layers, respectively. 

Equations (8) and (9) lead to the dispersion equations for determining the eigen values of the 
function cp. The solution of (7) gives the infinite set of orthogonal functions, which were used 

for the expansion of the extra term in (4). All three functions L,M and N have the same 

eigen values — along the narrow wall in the cross section. So three series in (4) can be united 
b 

under the sign of sum over the index n. The terms of this series are three sums over the eigen 

values, obtained from three dispersion equations for L, M and N functions, or potential 
functions and IM- and LE-waves. It was numerically shown that these terms converge to zero 

not worse than l/w2 . It means, that the series obtained is convergent. 

Conclusions. On the ground of investigations of this paper it is clear that the excitation prob- 
lem for a waveguide with layered dielectric excited with a magnetic current could be solved by 
using two method. One can either apply the Green's function technique to the normal direction 
to the boundaries of adjacent layers, or modify EWM expanding the extra term in terms of the 
potential vector eigen functions. 
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ARSTRACT 
This paper presents a solution of the problem of symmetric wave diffraction on a set of 

identical periodical elements in circular waveguide. Each period includes elementary 
nnomo endues such as ring, radial diaphragm or resistive film, and ad3^™**%^ 
snacks Period can be equivalent^ characterized as a four-pole. Analytical formulas for he 
scattering oefficients are obtained by using the matrix polynomial theory. In these formulas, the 
Xs of Mauguin polynomials depend on the number of identical elements m the waveguide. 

GEOMETRY AND METHOD OF SOLUTION 
The analyzed section of a circular waveguide consists of N identical elements with «period» L. 
Th Waveguide has radius a. Each of identical elements contains two magnetodielectnc spacer. 
The spacers have different widths bj (6, + h =L) and are specified by permittivity s, and 
nermeability u. There is a thin resistive film (RF) or a nondissipative anisotropic conducüve film 
(Zf equ valent conductivity Yu between them. We suppose these elementary inhomogeneiües 
do no ransform the incident field. That is why we can describe the basis element (period) by a 
transferMatrix of an equivalent four-pole T(tjk). The filling material in the input and m output 
waveguides is characterized by the permittivities s0, sr  and permeabdities Mo, Mr, respectively 

(Fl§' 1}'  Either Eon - (s = e) or H0n - (s = h) mode diffraction problem is considered with the 
exp(-icot) time dependence. The amplitudes of the modes in the right direction of propagation are 
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Fig. 1. Waveguide inhomogeneities 
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denoted as Am and in the opposite direction as Bm. The amplitudes of propagating waves on the 
shadow border (between the Mh and (N+ 1)-th media) are related in such a way that: AN=UOAN+I, 

BN=boAif+i. The coefficients a0 and bo depend on the filling material of the output waveguide 
(z<NL). For example, if zT-Zu VT

=
 VI, then a0 =tn, b0 =Ui The relation between the amplitudes 

at the m -plane (z=mL+, m=1,2, ...,N-1) and the amplitudes at the borders of the section (z-0~) is: 

r A \ 

\B0J 2VW 
Yo+Y,      ±(Y0-Y1f^ 

±(Y0-Y1)      70+7, 
4 

\Bu 

A      \ 

\"N-m J 

   rp/i 

(1) 

The upper sign in (1) corresponds to the Hon - mode and the lower sign corresponds to the Eon- 

mode     with     the     wave     admittances:     Yf = ^JSJ/MJ \j ~ Yo„/ka -\I£JMJ f\ anc* 

Yj = ^Sj/Mj\l ~ i^oJ^^jMj)2 ] 1//z. respectively, where ju0n and Von are the zeroes of 

the Bessel functions of zero and first order. 
Since the determinant | T | ="/» the roots of the characteristic equation % + i;'1 -X = 0, where 

X = t„ +t22, satisfy the condition: %i ~ %2   . This feature and the matrix polynomial theory [1] 
enable us to obtain: 

rpffi     tll"m       "m-1 tl2°m 

*21 "m ^22^m 
P rm-1 

(2) 

where Pm(x) - \gm ~£ m)/(| -£"') are the Mauguin polynomials [2]. These polynomials satisfy 

the recurrence formulas: Po=0, Pi-1, Pi=X, Pm=XPm.i-Pom-2- 
To   obtain   the   reflection   coefficient,    R = B0 /A0,   and   transmission   coefficient 

T = AN+1 j A0, the transfer matrix of the basis element must be determined. 

TRANSFER MATRTX OF A BASIS ELEMENT 

The corresponding periods / of a ring and radial diaphragms are significantly smaller than the 
wavelength A (as & kl/n «1). Such a feature of the diaphragms allows considering them as 
nondissipative anisotropic conducting films. Two-side equivalent boundary conditions (EBC) are 
valid for them. In the local coordinate system (? is the parallel unit vector along the strip 
direction, r is the normal unit vector to the strip direction, z0 is the normal vector to the 

diaphragm plane), EBC take the form [3]: 

iY+
pEs = (?,[z0,tf, -H^+i—faE« -e2Ez2), 

(3) 
(f,[z0,^-#J=zT; Er+i~r-r{ß2Hz2) 

k os 

where     M=(^i+ju2)/(s]+s2),      Yp^as(s1
Jr£2)In0.5(1-u),      Tp=-(fn+jLi2)/(seIn0.5(1+u)), 

u = cos(nd/l) is the filling parameter. For a resistive film (7<j) we use resistive boundary 

conditions [4]: £tgl = Etjß; [z0,(//, -H2)\= Wg- 
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Besides of these, a basis element includes the boundaries between half-infinite 
waveguides with the admittances 7/, 7/ and regular sections with the propagation constants: 

he{h) = JPT^j~~pTnfyY„Jfa2, j = 1,2. Application of these expressions yields a 

transfer matrix T for E0n - and H0„ - modes with the following elements: 

47^/2 

^=±-^-fc+72X^-r2-7;)e;e2 + (F2-7^^^2-^)e
7^}' 

,22=_J__{(72-7,X^-^-^)e;e^(7,+72X^+72-7;)e^}5 

(4) 

4YJ.. 2 

where g± = exp(+ fhjbj). In (4), the upper sign corresponds to the H0„ -modes and the lower sign 

to the E0 -modes. The type of the excitation mode determines the values of wave admittances and 
propagation constants. In view of this reason we must choose also the wave admittances Yj and 
the propagation constants A, (j=1, 2). The admittance YJ characterizes an equivalent conductivity 

of the localized discontinuity. For a resistive film: Yu
e =Y* = Ya. In the case of the ring 

diaphragm:    Yu
h=iY;,    Ye

u=iY~p,   and   of   the   radial   diaphragm:    Yu
h =iY;{1 + fh), 

?;=K /(1+fe )•where fh{e)=& te WM2 ■ 
If the admittance of the illuminated layer (Y0) is the same as the admittance of the input 

waveguide (Fr), the formulas for the reflection (R=Bi/Ai) and transmission coefficients 
(T=AN+i/Ai) are quite simple: 

T = h(r,A-, -PN-2) + bot12PNJ
1 R = W»PM +bo(t*PM -PN-2)]XT (5) 

Presented solution enables one to investigate (by choosing a0 and b0) both reflecting structures 
(YT->od), and transparent structures. 

CONCLUSION 
Presented method is universal to any types of periodic waveguide structures, composition of their 
basis elements, or open or closed nature of transmission lines. 
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CALCULATION OF FULL-WAVE S-MATRICES OF MONOAXIALLY 
UNIFORM (2D) ELEMENTS IN RECTANGULAR WAVEGUIDES 

Tatyana Vasilyeva, Anatoly Kirilenko, Leonid Rud', Vladimir Tkachenko 

Institute of Radiophysics and Electronics of the National Academy of Sciences of Ukraine 
12 Acad. Proskura St., Kharkov, 310085 Ukraine 

Discontinuities that are uniform along one of the transversal axes form a wide class of 
conventional elements of rectangular waveguides: H- and £-plane bends and steps, H- and E- 
plane tees and cross-junctions, different bifurcations, and so on. On the other hand, their 
mathematical models in the S-matrix form are often used in the calculation of more 
complicated discontinuities, in particular 3D ones. There is one more reason to consider such a 
class of elements in the calculation of full-wave ^-matrices as a special group, but not as a 
particular case of corresponding 3D structures. The matter is that the 3D boundary-value 
problems for such structures may be reduced to a set of 2D ones. The investigation of the 
latter has a long history and there are sophisticated methods of such problems solving that 
heavily take into account geometrical peculiarities and are much more efficient than general 
methods usually used for the analysis of 3D discontinuities. It is a well known fact that in the 
case of 2D structures the residue-calculus method is the most efficient one for the waveguide 
steps, method of inversion of difference part of matrix operators is the for F-plane angled 

bends, standard mode-matching procedures are the best for 90° waveguide crosses, moment 
methods that take into account field singularities is well tailored for waveguide bifurcations, 
steps and other discontinuities, etc. 
In view of these reasons, in the development of modeling softwares based on the S-matrix 
technique, it makes sense to work out a special tool that produces full-wave S-matrices of the 
structures of interest by using well-known algorithms for a solution of corresponding scalar 

problems. Let us define as [lMa } and [TEa }, a rectangular waveguide basis in terms of the 

modes of magnetic (7M) or electric (TE) type, the field of which is normal to the axis 
Oa(a = x,y,z), so that the total field can be expressed in terms of the corresponding 

E(H) -component. In the case of TV-port, the structure of which is uniform along the Oy axis, 

modal basis of {lMy}, [lEy) type is related with {lMz}, {TE'} one by the following 

equations: 

f \ 

V       ICnyZ       D ) \        "0   KnyZ 
{m>}= -i^f){m'} _,*<>* Nm 

V  o p      -   \    w0 it2 

{727} = ■ »m 

+'*0#>-,_2      2 

where £ is the propagation constant of a considered mode, k0 - CDyje0ju0, W0 = -Jju0/e0, 

X = VW«)2 +HbY > K = V*»V*)2, Nmn is the norm of TM^TE')^ mode 

defined relatively to the transversal electric field. 
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Denote the elements of the scattering matrix of considered 3D device as S£ - S^M^) 

WW> i 7=1 2 .Nh a port number. We define the index nmlx as a maximum value of» along 
all »7and n%x as maximum value of m for a fixed n in the i-th port. To find ^-matrix of im- 

port in a standard {TM2} and {TE
1
 } modal basis, it is sufficient to calculate the Mowing set 

of ^-matrices for corresponding 2D discontinuities (scalar boundary-value problems): 

Se*\lm™\l.m™x\ with «=0,1,.... n™ (TMy
mn -modes, Dirichlet problem), 

Shii\o.m™\0:m™\ withal,!....»0** (TEy
m„ -modes, i,f= 1,2... N, Neumann problem). 

When solving the corresponding scalar boundary-value problems, the wave number k must be 
replaced by k„ for each n. So, the time-consuming problem of full-wave S-matnx calculation 

is reduced to the solving of 2nmax +1 simpler scalar problems. Having the set of matrices Sen 

and Shm, one can find the resulting S-matrix in the {iM*} and {TE*} modal basis by the 

following algorithm. Firstly, if »; * n, for the given spatial uniformity of our N-port, we have 

that 

Secondly, 

S(TE
Z
*-TE

Z
Y U   . 

N^\    m,n KnS 

W0   fr
2 yC)        a 0   KnyÄmj,n } 

SeiHmpm) ^ Wf 

V^ ^nyÄ, mj,n 

V   - ' m,,n 

mfi 

Shi 
..,        \ _      1   «;r „/A 

V. m,,n 

i   ■> 

) 

S(TM
Z
<~TE

!
Y W    = 

N{J\    nn 
—i- 

k2 r(y) 
V,       ^nyA, mj,n 

;) ^'K^) 'lp-*0^ 
i   ) 

rU) 

+ ik0W0fii- 
2 „(/) 2  at kl vyi] 

"nyAnij ,n 

Shü(mpm) 
(       1 ^ 

N{i)   bhm"n 
nij,n 

Similar expressions are valid for S(m° <- 7M%jMmitn)  «* S{™Z <" m%,u^ 

scattering matrix coefficients. 
With the aid of above described common scheme, algorithms for calculation of full wave A 
matrices for the rectangular waveguide discontinuities such as tee, symmetrical and 
nonsymmetrical one-side step, and bifurcation were worked out. Let us demonstrate the 
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efficiency of the proposed "scalarization" approach in the problems of a double-side step and a 
resonant diaphragm in rectangular waveguide that are shown in Fig. 1. 

(a) W 
Fig. 1. Structures analyzed by the "scalarization" approach 

The first structure (see Fig. la) is considered as a sequence of the E- and #-plane one-side 
steps with the length of coupling waveguide /=0 (virtual waveguide). Calculation of the lull- 
wave S-matrix for each 2D step was performed by the "scalarization" approach (mode- 
matching technique was used for calculating the set of 2D scalar steps), and then the 
generalized S-matrix technique was applied for 3D step. The last technique was applied also to 
analyze the resonant diaphragm as a junction of two double-side steps at the distance of * (see 
Fig lb) For verification of obtained numerical data, the same 3D structures were calculated 
by the well known mode-matching technique. The results of comparison are presented below 
in the Table for the case of a x b = 23 x 10 mm, a, x b, = 15 x 0.5 mm, t = 1 mm. When using 
the proposed algorithm, the data are obtained by taking into account Nt = 30 modes in the 
larger waveguides and N2 = 10 in the smaller ones. As for the mode-matching technique, 
these values were chosen according to Mittra's rule and they were equal to 
AT, = 613, N2 = 20. One can see that both results are in close agreement even at frequencies 
near the resonant ones. However, direct using the mode-matching method to analyze the 
considered 3D structures requires CPU time that is tens times greater than the new approach. 

double-side step resonant d iaphragm 

"scalarization" mode-matching "scalarization" mode-matching 

approach technique approach technique 

/, Mn>l r» 1 arf> 
1 o(n)| 
1 11 1 «# loODl 1  "   1 arf 

COD 
1 11 1 a&T 

GHz   

80 1.0000 -176.34 1.0000 -176.33 0.9655 -164.64 0.9645 -164.42 

85 1.0000 -175.07 1.0000 -176.06 0.9270 -157.67 0.9247 -157.32 

90 1.0000 -173.19 1.0000 -173.17 0.8389 -146.68 0.8330 -146.06 

95 1.0000 -169.36 1.0000 -169.31 0.6172 -127.73 0.6022 -126.64 

10.0 0.0921 -135.10 0.0837 -139.13 0.1377 -97.49 0.1130 -96.07 

10.5 0.8004 179.89 0.8002 179.86 0.3947 113.70 0.4109 114.72 

11.0 0.8457 179.77 0.8455 179.76 0.6858 133.79 0.6924 134.32 

11 5 0.8654 179.71 0.8653 179.71 0.8162 145.24 0.8190 145.51 

12.0 0.8768 179.67 0.8766 179.67 0.8797 152.18 0.8810 152.33 
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ELECTROMAGNETIC ANALYSIS OF THE E-PLANE 
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V.A, Karlov 
Dept. of Radiophysics, Dniepropetrovsk University, 13 Naukovy St., Dniepropetrovsk 320625 
UKRAINE Tel: 28 0562 467995, Fax 7 0562 465523 E-mail: gaiTy@rff.dsu.dp,ua 

Abstract* Using the method of overlapping regions, an electromagnetic model of the 
rectangular resonance cavity in the E-plane is developed. Based on the theory of transmission 
lines, scattering matrixes of the single ports (of the steps in the E-plane) for the cavities of 
various lengths are calculated. The theoretical results thus obtained agree well with 
experimental data and can aid the design of a standards of the reflection and transmission 
coefficients. 

INTRODUCTION Parameter 
determination of the measurement standards of the reflection and transmission coefficients 
by numerical methods is a perspective tendency in the microwave metrology. The reflection 
coefficient of an E-plane waveguide step has a smooth frequency dependence. Such 
discontinuities are used as reference loads. 

ELECTROMAGNETIC MODEL OF THE WAVEGUTDE CAVITY 
In the present paper electromagnetic calculation of a scattering matrix of rectangular 
resonance cavity in the E-plane is made by means of the method of overlapping regions [1]. 
The configuration of the resonance cavity is shown in Fig. 1. 

C c C/2 - 

J rr-i 
 *ao 

b 
> 

 »a ^      0 : t/i 
-. ■ , 

region I            ' 
f , ... ■ 

re *iün II 
r2=1 

a) b) 
Fig. 1. (a) Rectangular resonance cavity in the E-plane. (b) The eigenports of 

the cavity. 

The protruding arm, region I, is a rectangular waveguide (of dimensions a and b, a being 
the broader dimension) which supports the dominant Hw mode only. In junction the modal 

fields must be //-type only (i.e. having no electric field component Ex ) and their 

dependence from x takes the form sin^r/a(x + a/2). Regions I and II are the overlapping 

regions with boundaries: 

region I: 
a a 

— <x< — 
2 2 

— < v<- 
2 2 

-00 < Z < OO 
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a a 
— <jcs- 

2 2 

d .    .d 
— S VS — 
2^2 

c c 
— <z< — 

2 2 
region li: 

The system of integral equations for the regions I and II allowing to find   the Hx 

-magnetically field component of the LEln -mode can be written as 

#,(**) = } 
■a 

H2(y,z)= j 

G,{y,z,y',z') 
dH2(y',z') 

dy' 

m2{y^) 

y=-* 
dy' ,     b 

dz' + a0(y,z)', 

(1) 

G2(y,z,y',z') 
mfy',z') 

&' 

^(y',z') 

&' c 
z = / 

2' 

dy' , 

where Gq - is a Greens function, a0(y,z) = exp(-^0z) - is an incident field produced by the 

magnetic current jx. 

The system of integral equations ( 1 ) is reduced by the method of eigenfunctions to the 
simultaneous linear algebraic equations in the unknown scattering matrix elements Stj   of the 

rectangular resonance cavity (Fig. l,a). 

LOCALIZATION OF THE E - STEP 
Scattering matrixes of the single ports (of the steps in the E-plane) for the cavities of various 
lengths c have been calculated using the theory of transmission lines. The method of E-step 
localization is based on using the two eigenvalue of the cavity, conditions of the 
antisymmetry, and unitary E-step matrix. A correction of a reference plane of the eigenports 
(Fig. l,b) for finding the parameters of steps was made. The amendments (the distance t/2 on 
Fig l,b) to reference planes that provide independence of the modulus of the reflection 
coefficient of steps, when computing the parameters of cavities of various lengths, were 
found. 

NUMERICAL RESULTS AND DISCUSSIONS Fig.   2 
depicts the dependence of the modulus (a) and phase (b) of the reflection coefficient of the E- 
plane for the various amendments t of the length cavity c. The dependencies are got when 
the cross-section waveguide is a x b = 28.5 x 6.3 mm, the cross-section cavity is a x d = 28.5 x 
12,6 mm, the excitation frequency F=8 GGz, the number of the taken into account higher- 
order modes N=15. Figure 2,a shows that |S„| =const=0.305 when t=\.l%Z22mm and the 

nonuniformity of the modulus and phase reflection coefficient for c=26.5mm is small. Fig. 3 
depicts the frequency dependence of the modulus of the reflection coefficient of the E-plane 
(a) and the amendments t (b). The capacitive component of the input reactance of the E- 
plane steps have been determined with the aid of the calculated amendments to reference 
planes of the cavity. The calculated parameters of the E-step capacitive component are in a 
good agreement with the data known from manuals [2]. 
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20.00 30.00 40.00 

c, mm 

b) 

Fig. 2.    An reflection coefficient of the E-step as a function of the cavity size c. 
F=8GGz, d/b =2,  N=15;   1 -1 =0,    2 -1 = 1 mm,   3 - / =1.78822 mm,   4 -1= 2.5 mm 

/S11/ 
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a) b) 
Fig. 3. The frequency dependence of the modulus of the reflection coefficient of the E- 

plane (a) and the amendments t (b). 

The obtained results can be used in the metrology of microwave range in the process of 
designing a standards of the reflection and transmission coefficients. 
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OBJECT-ORIENTED APPROACH TO THE DEVELOPMENT 
OF SPECIALIZED AND GENERAL SOFTWARE FOR MICROWAVE 

CAE&CAD 

Vladimir Tkachenko 

Institute of Radiophysics and Electronics of the National Academy of Sciences of Ukraine 
12 Acad. Proskura St., Kharkov, 310085 Ukraine 

The problems of a computer-oriented research of microwave devices have become an independent field of 
applied microwave CAE over the last 20 years. Under the pressure of growing requirements for the generality 
of the design process, they have evolved from algorithmization of particular problem solutions to creation of 
multifunctional packages belonging to the maker of microwave devices. There are two design directions that 
have formed on this way. They represent two inner conflicting sides of the design process, namely generality 
and adequacy. The first direction represents an attempt to embrace a wide range of design problems using 
simple and, as a rule, very fast but not always rigorous algorithms. The cited above range of problems is wide 
that implies both availability of design techniques and variety of electromagnetic objects. The second direction 
is characterized by the usage of rigorous and exact models of electromagnetic level and it develops in the form 
of problem-oriented packages whose functional specification is strongly tied to highly specialized description 
algorithms of a certain electromagnetic structure. As a result, the topology of the structures of interest is 
predetermined and in the design process it can be modified only by the principles determined beforehand (the 
design algorithm imposes the manipulation of the design object form). 
This work is dedicated to creation of the problem-oriented electromagnetic design systems by using special Cr 
classes. The main purpose was the development of a tool that would allow to hide behind the shield of finished 
program codes those stages of programming that are inevitable and often present difficulties in realization, the 
ones that emerge in problems of wave scattering design processes. Let us illustrate it by the following example. 
It is difficult to picture a program package for the band pass filter synthesis without certain stages. They are 
building a circuit theory prototype, solving the boundary-value problems for the key elements, the synthesis 
functions and recomposition of the parts of the filter, as well as optimization of filter parameters taking into 
account the interaction of fringing fields, etc. 
The spectrum of problems that occur at each of the stages is so inhomogeneous and wide (for instance, from the 
secondary problems of correct memory allocation to the principal ones, such as relative convergence problem) 
that it turns the problem of interest into a privilege of only high-skilled professionals. In addition, taking into 
account that the manufacturing of a more-or-less complete program product is human-time-consuming, we can 
easily understand why the designers are so eager to get a maximum unification of the finished parts of program 
codes aimed at solving standard problems. This desire was the main incentive for realization of our project. The 
use of the SES-technology opportunities [1] and the mechanism of heritage in the classes of the object-oriented 
C^ language provides a basis for solving the problem of interest. General structure of the problem-oriented 
system can be represented as an aggregate of descriptors (S-matrices), a device recomposition scheme and 
special techniques. A program support was realized for the first two concepts in the SES-technology, that 
provides, from the one hand, the maximum generality of research and from the other, an automatic adjustment 
of the calculation process to the minimum time consumption (including buffering and many-dimensional 
interpolation of S-matrices). By adding to this tool a number of unified techniques for controlling the sequence 
of calculations, we can create generators of applications of certain directions. A combined usage of the SES- 
technology and specialized synthesis methods of devices with specified characteristics is shown below by the 
example of the frequency filter generator. It is of importance that the cited sets of classes realize such a design 
skeleton, where practically every single function can be replaced, from altering the synthesis strategy in general 
to changing the concept of making decisions at any significant point of design. Fig. 1 outlines a schematic 
diagram of an JV-section in-line type filter. 
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Let us name as a member of the filter a microwave two-port of arbitrary type that realizes one of the three 
totSstics such as: a) required reflection coefficient at a fixed frequency, b) required quality, c) options a) 
Ä —»sly- Ätata, the variant c) realizes such characteristics as specified values; of K- 
«wemorHrLcified valueTof the coupling coefficient between two resonant cavities Let us explain the 
rSementeio^fTe variant c) in the filter members, using the example of a filter with additional non- 
«em clangs Let us assume that for a dual mode filter it is necessary to synthesize an input element 
ti^XlTrSgular diaphragm in the junction of rectangular and circular waveguides. Traditionally a 
%£££ Ah demanded tfthis diaphragm. However the number of parameters of such a diaphragm 
SonfshTand the tilt angle relative to the input rectangular waveguide) enables us to demand also the 
S^pufg between the wives of the vertical and horizontal polarizations. Ifthis problem can be solved 
then for a two-section filter we can do away with three diaphragms instead of using five of them 
SiSTof transformer refers to a microwave two-port whose function consists m ^TT^Z £ 
input wavTguide and the filter itself. Such a situation occurs, for instance, m the case of designing filters on die 
SS ejections of rectangular or ridged waveguide, Fig. 2 shows the <^. *^"^ * *J 
«rasam realization of the filter member notion. The solid lines denote a direct heritage rn he derived clas of 
SeS ctaSp perties. The dotted lines show that in the upper-level class the objects telongmg to, tiielow- 
leveldl are made! The names of classes comprised in bold type frames denote their belonging to the library 
of SES-technologv classes. Let us consider this diagram in more detail. 
c£ P^frepresents a set of techniques for saving, archiving on a disk and °^™£*** 
windows in an interface variant of those structure parameters that do not change m the process of synthesis. 
Class Data oerforms the same functions for parameters under synthesis. „,<.,'       u 
CZClZe is a container for saving and archiving the fluency characteristi -of the ^ £*» 
(return loss, insertion loss, total insertion loss, argument and some others). The objects of his class are 
beneficial while performing a comparative analysis of electromagnetic characteristics of different scatterers. 
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Two classes ZeroHalfmd ZeroNewton realize the methods of zero searching for the functions of one or more 
tables and provide a basis for the geometrical parameter synthesis of filter members. The denved cla^ 
such as Mmember, Kmember, Qmember and Fmember realize the synthesis functions of the scatterer 
geometrical parameters in accordance with the given coupling coefficients ^-invertors, «*«*«* 
respectively. Fmember class realizes the functions in accordance with the variant c). Theftal «umber o^^filter 
menders equals P-N+l for a dual mode filter (DMF), band pass filter (BPF), low pass filter (LPF), band stop 
filter (BSF) and?=ATfor a resonant window filter (RWF). While creating its own class for a filter member one 
should indicate one of the four abstract upper-level classes as the basic class, and then in the constructor of this 
class he is supposed to create a dynamic object using the library set of the SES-technology descnptors. It is 
necessary to rSize only one function that brings the pointers back to the synthesized ^rer^ram^ » 
according with the object-oriented program strategy, the functions of the basic class may be substituted for Us 
own ones Fig. 3 illustrates the class heritage for creation of a system of designing the filters and the 
corresponding prototypes. The main functions of these classes are listed below. 
Th.. prototvr^ synthesis is realized according to the traditional circuit theory schemes proposed by Conn [2], 

Rhodes T31 Lew Ml, Wanselow [5], and some other authors. 
TpJnrvn^tirnization: in the practice of microwave filter design, additional requirements may occur tart 
cannotbe^ountedonthe circuit theory level. This can be formulated, for instance, in the form of required 
suppression level at the fixed frequencies within the stopband Since in prototype classes the functions of 
SmnZL calculations arTrealized, the application of optimization algorithms (the objectivefunctions 
^SSSSH different variants) enables one to obtain the best initial data for the synthesis. One more 
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is the creation of one prototype «sing a prototype of some different kind For instance, we may'IP***»**- 
inverters for a band pass prototype, transform them into coupling coefficients and «eft. tafer ««d 
approximation while searching for parameters of non-omsequent prototype in accordance with the resulting 

SS3T£» initialized by an object of prototype class and is realized in three f^-^^% 
membeVare synthesized then the section lengths are reconstructed for the case of a angle-mode fraction of 
Z filter members. This stage is individual for each of the five types of filters. The refinement of section 
SL is provided for BFF in a multimode regime, as in the case of narrow band filters ^ ^grngfi^ 
inte^ionleads to a significant shift of the pass band Our experience of designing oWerent fitters:*gg<ste 
that after the synthesis stage, the characteristics of an electromagnetic model can differ 'Wf^*™™ 
required This can be best appreciated for DMF, when the obtained configuration can not serve as an initial 
Station for the following optimization. Therefore at the last stage the iterative refinement of fite 
SS is carried out. Two schemes are realized here. First, we calculate the frequency response rffefitar 
nSimode regime, reconstruct a new specification for the filter synthesis, Resize an intermediate 
prototype and start the synthesis process over again. Second we calculate the frequency ^^^£ 
a multhnode regime, reconstruct intermediate prototype by using the optimization method correct the initial 
orototype with the aid of an intermediate one, and repeat the synthesis process over again. 
^Sation is initialized by the object of the prototype class. Several standard objective functions^ 
ied^uding, for instance, the fonction aimed at the minimization of the mismatch functional between 
the frequency responses of the electromagnetic and circuit theory models. If it is necessary, then each of torn 
can bTreplaced by its own objective function. The filter optimization is based on repeated solving the direct 
pXntt a nonlpredicted parameter state of filter members at specified frequency point. If ti*rewith^ the 
optimization parameters do not change the geometry of key sxatterers (for instance, m the ***** 
oSphragm filter), then we can apply the Buffer class functions. The latter ensure a preliminarycatenation and 
savL of the S-matrices of key elements (this, as a rule, presents a very time-consuming problem). From his 
Zmt on the Biter class functions provide a very quick reconstruction of the filter frequency respona, Oass 
Interpolation ensures one more possibility for a radical acceleration of the calculation profits^functions 
reconstruct the filter frequency response on the basis of approximation models of key scatterers (the many- 
dimensional polynomial interpolation ofS-matrices is used). 
The author greatly appreciates a valuable discussion on the subject of this commumcation with Profs. A. A. 

Kirilenko and L. A. Rud'. 
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MODELING THE BEAM EXCITATION OF PLANAR 
WAVEGUIDE WITH RECTANGULAR IRREGULARITIES 

G.I. Zaginaylov, V.D. Dushkin, V. Korostyshevski, P.V. Turbin 
Dept. of Technical Physics, Kharkov State University, Svobody Sq. 4, Kharkov, Ukraine 

The problem of the beam interaction with irregular waveguide is of considerable inter- 
est for high-power microwave electronics. Since the waveguides used there have a diameter 
much greater then the operational wavelength, and the shape of irregularities is close to 
rectangular one, a plane model of a waveguide with the piecewise constant cross-section is 
quite reasonable. Due to the strong dependence of the output power and the operational 
frequency on the mode conversion effects caused by irregularities [1], it is very desirable 
to have an accurate and flexible mathematical model for their analysis. 

Figure 1: 

Consider a symmetric plane waveguide with m non-identical grooves of rectangular 
shape (see Fig. 1) driven by the relativistic electron beam, for which we shall use the 
simplest model: thin, magnetized, modulated current of given amplitude: I = (0,0,/2), 
Iz(x,z,t) = I0g(x)exp(ikz/ß - icot) where k = u/c, ß = V/c, d/dx[]ng(x)} » k/2%, 
to is the modulation frequency, V is the beam velocity, c is the velocity of light. The 
beam drives in the waveguide the fields of TM polarization (Ex,Hy,Ez). Finding them 
can be easily reduced to the following boundary-value problem (taking into account the 
symmetry of the problem with respect to the 2-axis): 

dx2     dz2        j 

_ .      .      47T dlz _ _ 
(1) 

(2) 

0= \J{D<x<D + hq, aq < z < bq}{J{Q < x < D,-oo < z < oo}, 
9=1 

S is the boundary of the waveguide, W = Hy, Ex = (l/ik)(dV/dz), Ez = -(l/ik){d$/dx+ 
(47r/c)iz), aq, bq are the coordinates of the walls of the qth groove, hq is its depth. 
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We seek the solution of the value-boundary problem (1), (2) satisfying the radiation 
condition at z -* ±oo and Meixner's condition near geometric singularities in the form 

$+ + $0,Q<x<D,zeR /3j 

*-{ #-    D<x<D + hq,   ze 
i -'i 

where R = (-00,00) , L9 = (aq,bq), q = l,...,m, #0 is the partial solution of equation 
(1) with the boundary conditions (d$0/dx)\x=D = 0, #o|*=o = 0 that can be easily 
found in the explicit analytical form. We seek the function ¥+(«, z) in terms of Fourier 
integral, and V~{x, z) in terms of Fourier series. Furthermore, demanding the continuity 
of the total field $(x, z) and its rc-derivative at the intervals z€hq,x = D, and using the 
technique developed in [2-4] we derive the following basic equation on a set of intervals 

J G(z - QF(QdC + /[*,(* - C) + *«(* + C - 2aq)]F(()d( = (4) 

=   exp(ikz/ß), zGhq, q = l,...,m, 

m 

A(f) = J? - fc2, ReA£ > 0, ImA£ < 0, 7' = A(W*«)i L = (J L,, 
9=1 

f 1/2, n = 0 „, , d#+, 
<" = { 1,»>0 ' F{z) = -dx~^D- 

In the limit of D -> 00, the kernel of (4) coincides with that obtained in [2-4]. However, 
for the fixed D, the integrand in G(x) can have a finite number of simple pole singularities 
on the contour of integration, and, consequently, the integral for G(x) does not exist in 
common sense. A proper representation for it can be obtained by introducing a weak 
absorption in whole space: k = k' + ik", 0 < k" « k'. This causes the shifts of the 
singularities from the integration contour into the complex plane of £. Then, deforming 
the contour of integration into the upper or lower half-plane of the complex variable £, 
we get a convenient analytical representation for G{x) : 

GW_=e&£^, (5, 
u       n=0     Sn 

where £„ = y/k* - 7r*(n + 1/2)*/D2, Re(£n) > 0, Im(£n) > 0. After this it is convenient 
to carry out a numerical analysis of (4) by the method of discrete singularities [2-4]. 
Alternative approaches such as the direct moment method or the Riemann-Hilbert Prob- 
lem technique, which are now used in computational electromagnetics appear to be less 
efficient in the considered case. 
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SOME FERRITE CONTROL COMPONENTS IN A SECTION OF CUT- 
OFF WAVEGUIDE 

F.M. Repa 

Radiotechnical Department 
National Technical University of Ukraine "KPF 

Ul. Politekhnicheskaya, 12,252056, Kiev, Ukraine 
Tel.(fax): 380-(044>2418416 

A comparison analysis of electromagnetic structure - a constant cross-section of finite 
length cut-off waveguide (SCW) and stepped to reduce/increase of cross-section of cut-off 
waveguide in SCW (SRC) is expounded. 

An algorithm of design of the mentioned structures has been built. In the present paper, 
the results of a solution of the problem of coupling of rectangular waveguides through such 
structures are presented. 

By the mode matching technique applied for eigenfields at the waveguide junction 
boundary, the integral equation set has been converted into a matrix equation. Here we used a 
Galerkin variational method, whose solution determines the values of the tangential electric 
field in the openings. The convergence of the obtained solution to the exact one has been 
proved. 

Using such a design approach, the structures tunable by magnetic field: ferrite and 
ferrite-waveguide resonators in SCW and SRC are considered. 

A method is presented for calculating the elements of the scattering matrix, the 
absorption coefficients, the width of the passband, and the resonant frequency of a system 
consisting of ferrite and ferrite-waveguide resonators. Analytic relationships are derived and 
graphical dependences are obtained, which provide an engineering computation to be 
performed for various designs of ferrite films. 

The utilization of compound ferrite dielectric plates for the linearization of the field 
frequency characteristic is shown. 

Kharkov, Ukraine, Vllth International Conference on Mathematical Methods in Electromagnetic Theory 



412 MMET'98 Proceedings 

METHOD OF MEASURING 
ELECTROMAGNETIC CHARACTERISTICS OF MATERIALS 

Viktor I. Naidenko, Sergey P. Kapustyansky, Alexander P. Prokopenko 

National Technical University of Ukraine "Kyiv Polytechnic Institute" 
37, prospect Peremogy, Kyiv-56, 252056, Ukraine 

Measuring electromagnetic characteristics of various media is a starting point in the 
development of many microwave technologies and instruments. This problem has been 
attracting a permanent attention [1]. One of the most simple and promising methods is the 
method of a partially filled waveguide with a shortened end [2]. 

In a waveguide having a shortened end, a homogeneous along certain direction sample 
is placed. Then the wave propagation along such a partially filled waveguide is measured. 
Provided that the detector used for measuring the field is a quadratic one, we can derive the 
equation: 

\E\2=U(z) = A(ch2yz-cos2$z) (1) 

where A is the amplitude of the measured value, ß=2rcAw is the propagation constant of the 
waveguide mode, y is the mode attenuation constant. 

Recovering the sample material characteristics, such as s' and s", or s' and tgh, is to 
be done based on the solution of the inverse electromagnetic problem [2]. 

A method of determining y from the measured distribution of (1) is known [2]. It is 
normally considered that determining ß does not present any problem. To find y, one has to 
determine the first point in the distribution (1), in which | E |2 equals to the value of | E12 in 
the first minimum. Further, by using the expansion of the function ch x in terms of the Taylor 
series and keeping only the first two terms, one finds the formula for y [2]. As experience 
shows, the accuracy of measuring s' and E" is far from desired, and sharply decreases with 
increasing y. So, the goal of the presented work is to provide a mathematical background to 
determination of ß and y, and hence e' and s". 

1. Usage of Further Minima and Refining the Method 

If y is small, then the first minimum is very shallow. Therefore the point of the 
minimum \E\

2
, is located very near to the shortened end. The field distribution near the 

shortened end is not accessible for measuring as it is severely disturbed by the probe. This 
inaccessible distance is not less than the depth of the probe insertion. The latter depth must be 
sufficient to have the detected signal higher than the level of noise and clutter. 

It is possible to remove these shortcomings of the method by using the second, third, 
etc., minima of (1). One can show that if n is the number of the minimum, then 

y = 2sin(2TOM«2~4^), <2> 
where £„ = z„/kw, z„ is the distance from the shortened end to the first point where the value of 
the function (1) equals to that in the w-th minimum. If w=l we obtain the result derived in [2]. 

One can make the range of validity of this method wider by taking into account the 
third term in the Taylor expansion. Then we arrive at   

Y = r^6(Vl + 4sm227iUH2^ (3> 

2. Smoothening Algorithm 
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If y is small, it is reasonable to integrate (1) with respect to z. Then we have 

U1(z)=]u(z)dz = A 
1 1 

—shlyz sin 26z 
2y 2ß       H. 

(4) 

Comparing (4) with (1), we can see that if y is small, then the first term is now Jty 
times greater than the second term. Besides, the curve has been smoothened. 
At the points of minima of the original curve (z=nXw/2\ the second term is zero. Therefore 

UMj2)/UMJ2)=sh(njXw)/sh(qYXw). (5) 
For «=2 and q=\, «=3 and q=2, etc., one can derive a closed-form expression for y. 
Integrate (4) with respect to z. Then we have 

t/»=j£/7(*>fe = —sh2yz-—rsm2Qz 
2|j ß . 

(6) 

Comparing (6) with (1), we can see that if y is small, then the first term is now ß2/^2 

times greater than the second one. Besides, the curve has been smoothened once again. 
At the points of minima of the original curve (z=«Xw/2), the second term is zero. Therefore 

JUn{nK/2)/Ua(qKn) = Sh(nylw)/sh(qyXj. 
For the mentioned values of« and q one can derive a closed-form expression for y. 
Combining (1) and (6) we obtain: 

2A{\ + y2 /ß2)sin 2 ßz = U - 4y2U a . 
At the points 2=0.25X«<2»-1), »=1,2,...  ß2 = 2Ay2/(p-4y2Un -2A) 

Combining (1), (4) and (6) we arrive at the following expression for the amplitude: 
A = 2y2(UUn - Uf )/(tM 2yz - lU^shlyz + AUny2ch 2yz). 

So, the first part of the problem: determining ß and y by the results of measurements, 
has been solved.        The second part: reconstruction of s' and s" by the obtained ß and 
y, requires a solution of the eigenvalue electromagnetic problem about the modes of a 
partially filled rectangular waveguide. The solution of this problem is obtained by the mode 
matching method. 

3. Solution of the Eigenvalue Problem 

As the symmetry plane of the structure, x=0, is the "electric 
wall", for the principle mode and y=0 is the "magnetic wall", we can 
consider only a quarter of the structure cross section (Fig. 1). It is 
divided into two partial regions: I (0<x< d\) and II (d\<x<a). In turn, 
region I consists of two subregions 1.1 and 1.2: the first is filled with a 
dielectric having relative dielectric permittivity SM (0<y<T), the 
second with 81.2 Q^y^b). The field in a waveguide, partially filled with 
dielectric, is hybrid, therefore the solution in each partial region is 
presented as a sum of LE and LM modes. In each region, components of electromagnetic field 
are denoted through the ^-components of the potentials. As the given area is inhomogeneous 
in the j-direction, expressions for magnetic and electric potentials in the first region are 
complicate: 

(7) 

(8) 

(9) 

Fig. 1 

00 no 

»1=0 nl=0 
(10) 

where 
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vhM= yJiW- 

sinx 2»1 

sinXi«!^ 

cos 
. cos %2„, (&-/)' 

X -lnl +y2
Bl+r

2=Ä2
eu, .xLi+yi + r3»*^ .3ci- + Y-+ra-*Xi. %L + y2

n2+r2=ksh2, 

r is the longitudinal constant of the propagation. Dependence on time and coordinate z in the 
form of exp[/(of - Tz)] is omitted. 

The constants xi» Xa* XI»> X2« ««.derived from (10> and from the e(luations: 

lu '1.2 

For the second partial region: 

A, = S^2smy„2(«/2-x)sm?,2(y),       F, = £i?„2cosy^2-x)cos/>,,2(v), (11) 
»2=0 »2=0 

where      = 1(„2 + ^     ^ + ^ + r> = k 
b 

52' Pna ~ Pni 

1.5    1.6    L7    1.8  t» 
Fig. 2 

results  for both the dispersion and the .  
expansion amplitudes can be obtained by 
taking into account 20 terms (10 for LE «> 
modes and  10 for IM modes) in each 20 
region. The calculated dependence of s' on 0 

ß£ for I/b=0.364 and fi?i/a=0.289 is shown in 
Fig. 2. -20 

-40 
4. Experimental Results 

The numerical integration was 
carried out by Sympson's method. The 
measured dependence (1), integrals (4) and 

Continuity of the tangential components of electric and 
magnetic fields at the boundary of the partial regions leads to a 
set of functional equations. Galerkin's method then is used to 
transform it into the matrix equation for Anl, B„\, An2, B„\. The 
wavenumbers of modes in the dielectric waveguide are obtained 
by solving the equation obtained by demanding the determinant 
to be zero. 

The results of computations have shown that the very 
accurate       m 

■60 

100 200  300 400  500  600 700 800 z-mm 

Fig. 3 

(6), amplitude A and the right-hand part (8) are shown in Fig.3. 
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RESONANT SYSTEM OF SELECTION AND ABSORBTION OF 
WAVEGUIDE MODE 

O. V. Bondarenko, V. B. Kazanskiy 
Chair of Theoretical Radiophysics, Kharkov State University, 310077, Kharkov, Ukraine 

ABSTRACT: 

Nonsymmetric inhomogeneous lateral expansion of a plate-parallel waveguide containing 
dielectric layers, a resistive film, and a grating of metallic strips is studied. A propagation constant 
is found from two-sided equivalent boundary conditions, and scattering coefficients are obtained 
from the solution of diffraction problem with the method of moments. 

DISPERSION EQUATION SCATTERING COEFFICIENTS 

A lateral expansion of a plate-parallel waveguide with the length L contains dielectric 
layers with widths bj, permitivities e j, and permeabilities // j (j=1,2,3). There is a grating of 
closely spaced conducting strips with period / and gap width d at the boundary y=0 (0 <z <L), 

& 

6. 
A. 

-i 

y 
i\ 

—/f- 

Jn-i ■ 1 

Rc-r 
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y—o.s 

•<          2 
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Fz'g. 1. Geometry. Dispersion dependences, bj/l=20; b2/l= b3/1=3 

a?=l/A«l and a resistive film (RF) aty = - b2. The whole structure is homogeneous along the ox 

axis (Fig.l). Ep- or i^ - mode with the propagation constant XOCPW^O^O
-
^P^IY 

1S 

incident from the region z<0. The scattered field is found in the class of longitudinal waves 

characterized by electrical (s=e) or magnetic (s=h) vector potential [1]:  Ee=-roty0IT
e, 

Hh =rotyon
h. 

Expansion of the field in terms of orthonormalized eigenfunctions 0s
Vj (y) in the 

resonator can be presented in the form: 

77; = f\cs
v exp(zy(v»+Z); exp(-ir(v»]*;(y) 

v=0 
(1) 
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The propagation constant y(v) = ^k2e,//, -k2
yJ(y) is found from the problem of 

propagation of waves. Its solution together with the two-side equivalent boundary conditions at 
the grating and RF [2,3] results in a dispersion equation relatively to y(v): 

where Yg
h=(ß,+/d2)/(edn(l+u)/2), Y£=-as(e1+e2)ln(l-u)/2, u=cos(nd/l), Yf = kalknJt 

Ye = ks Ik . Using the method of moments for the solution of diffraction problems, we get two 

independent systems of equations 

00 

J 

where 

ft, 

[Ns
v J   =      J]0* (>>)] dy is the normalization factor, the upper sign refers to Ep- modes and 

lower sign -XoHp- modes. Transformation coefficients of the exciting p - wave into n - wave in 
the reflected (RnP) and transmission (Tnp) fields can be obtained from the following formulas: 

Similar sets of the algebraic equations can be derived when solving the problems of 
diffraction of waves at homogeneous lateral waveguide expansion. (See, for example, [4] and 
bibliography there). A characteristic property of the presented solution is that the propagation 
constant y (v) of the relevant infinite waveguide depends on its substructure, grating parameter, 
and a resistive film (8). 

ANALYSIS OF SOLUTION 

If the structure is excited by Hp- modes, the scattered field consists only of superposition 
of guided modes (n>1). Under the excitation by Ep -modes quasi TEM - mode (n=0) exists as 
well. 

If we consider the frequency interval ee«l, average values of s j , ß j and filling 
parameter - 0.9 <u <0.9, equivalent conductivities satisfy inequalities I Yp \»1, 1Yp\«1. For 
this reason the grating does not practically influence the phase and amplitude-frequency 
characteristics of Ep - modes, but changes substantially the critical frequencies (a%) of Hp - 
modes. Even in the absence of the dissipative losses in filling media (Im ej = Im/ij =0), the 
propagation constant in the expansion containing a resistive film has complex value. When its 
conductivity is small (Ya<l), the imaginary part of it is in the low frequency range: as < asc, and 
the real part is in the high frequency range: as >ee c, and in good agreement with corresponding 
values at Ya=0. However, in the case under consideration, in low-frequency interval Reyhas small 
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0,01 as 0.04 0.03 as 

Fig. 2 Frequency dependences of /R /, bj/l=20; b^ 6y7=5; L/l=4. 

0.05 

value not equal to zero. That is why the gradient of the dispersion dependence is much less at the 
critical frequency (OB = a c), than when RC is absent. Dispersion dependence of three layered 
structure (bj+b2+bi) wide with high conductivity of RC (Yo»l) presents the properties of two- 
layered structure (bj+bz) wide, since RC acts like a conducting surface. 

Scattering coefficients of Ep - modes for a homogeneous expansion do not practically 
depend on the grating filling parameter. Characteristic feature of the frequency dependence of 
I Roo\ (Fig. 3a) reflects the conditions of arising of new propagating modes and resonant regimes 
(n>l). Since the coupling between the resonator and the feeding waveguide for the Ep - modes is 
strong, then the level of their mutual transformations is high, and the resonances at trapped-mode 
oscillations have a low Q-factor. For Hp - modes, a resonant coupling is weak. Inserting a grating 
with a small filling parameter (u—0.99) changes abruptly the resonance frequencies and increases 
strongly the Q-factors of the trapped-mode resonances (up to 104). 

A resistive film does not practically change the resonance frequencies, but influences 
critically on the Q-factors of resonances as well as the level of the mutual transformations of the 
waves. 

CONCLUSION 
Considered model of a control device is a structural generalization of the known quasi- 

open waveguide systems. Presence of the local dissipative and polarization-sensitive elements in 
the resonant region opens away to new applications of these'structures and substantially enlarges 
their functional opportunities. 
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Circuit Modeling for Super-High Speed Processing 
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Abstract. This article examines the physical basis of the superfast SIC components for 
Processing Spatially Modulated Electromagnetic Field Signals. The analysis of the main 
physical effects which are capable to influence on SIC components speed. The possibility of 
fulfillment of subpicosecond analog and digital operations for spatially modulated signals 
with the help of passive microstrip micron-sized components is conducted. The outcomes of 
subpicosecond switch simulation are discussed. The integration concept for such elements in 
SIC, constructed on principles of digital pceudo-holography is offered. 

Introduction. The denseness magnification of integration of SIC elements together with 
growth of their work action causes the growth of signals space complexity conditioned by 
electromagnetic interconnections. In [1] the special discrete characteristic of spatially 
modulated field - the topological scheme - was offered to use for the purposes of digital 
information input. The earlier developed theory (topological approach for boundary problems 
of an electrodynamics) has allowed to make a conclusion about a possibility of fulfillment for 
some logic operations with the help of passive (strip) components. The first device simulation 
outcomes which permits to switch it with subpicosecond speed in different stratums of the 
three-dimensional signal circuit depending on space topology, are considered in [2]. 

Physical analysis and theoretical results. The present article purpose is to research three 
main problems in this area: influence of solid-state effects in conductors and dielectrics on 
signals processing processes, creation of perspective subpicosecond element basis for digital 
processing of the spatially-modulated signals and problems of new elements integration in 
perspective SIC. 

The essential influence upon perspective elements performances have the physical effects in 
solid-states and diffractional phenomena on strip transmission line discontinuities in 
subpicosecond modes area of signals processing. By the outcomes, indicated in Table 1, of the 
analysis of various physical effects, on the basis of micron strip engineering the creation of 
unquantum circuit components with subpicosecond speed is possible. 

The digital components for processing spatially - modulate signals are constructed on the base 
of the usage of field topology for input, transfer and information processing. A typical signal 
of a similar kind can be a sequence of impulses even (logic 1) and odd (logic 0) modes in 
connected strip lines (Fig. 1, a, b). The number of logic operations above such signals 
manages to be realized without use of semiconducting elements with significant time delay. 
On Fig. 2, a, b the switch permitting to switch logic signals (impulses of even and odd modes 
of micron-sized coupled strip transmission lines) into different layers of the three-dimensional 
circuit is represented. In the equivalent scheme the final sizes of resistors and their parasitic 
reactivity was taken into account. The duration of transients for signal switching of a signal 
did not exceed several picosecond shares, and the delay it made was no more than 0,03 ps. 
The settlement energy costs to fulfill that operation have appeared on the order smaller, than 
for transistor analogs. 
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Application of the new super-high speed circuits. The article discusses the new VLSI 
concept, taking into account the tendency to create three-dimensional circuits with superdense 
element's accommodation. The evaluations specify, that owing to electromagnetic 
interinfluences space frequency of signals fields in electronic IC may be compared to a bit 
density in the optical three-dimensional holograms. It is offered to design the perspective 
specialized electronic IC on the basis of simulation of the holographic effects in picosecond 
impulses frequency band with the usage of a similarity method. The principle of a field 
topological modulation will allow to use digital methods to realize holographic principles of 
construction for the new circuits. Thus, the number of processing signal operations is offered 
to be executed at the expense of superfast effects such as a diffraction of waves on strip 
components, and other necessary operations, for example, management of interconnections 
structure, switching of compared images frames, amplification and signals generation to 
realize with the help of semiconducting components. The given IC architecture and the 
principles of its work will allow to unite functional advantages of the electronic and optical 
circuits during spatially - modulated signals processing. This report will discuss the circuitry 
solutions from this area. 

Conclusion. Method and circuitry of superfast (subpicosecond logic processing of spatially 
(topologically) modulated signals by the passive strip components were considered. The 
evaluations of physical effects influencing on time processes of picosecond signals processing 
were indicated. The conclusion about a basic possibility of creation of strip circuits with 
subpicosecond speed was made. The outcomes about theoretical modeling of the topologically 
modulated signals switch were discussed. The new concept of superdense IC, constructed on 
the basis of holographic effects physical analog-digital modeling for the topologically 
modulated signals was developed. 

Table 1. Time scales of main physical effects in IC elements 

.No 

5. 

7. 

10. 

11. 

Physical effect 

Limited mode velocity in microstrip transmission lines. 
Time delay of signal in a microstrip transmission line on the substrate with 
dielectric permittivity E: 

Inertia of interaction of electromagnetic field with free charge in the region 
of low values of photon energy- 
Maxwell relaxation time of charges in conductors: 
Collective effects in the electronic plasma. 
Period of plasma frequency in the conductors: 
Relaxation phenomenas in dielectric. 
Time constant of electronic polarization: 
Time constant of atomic polarization 
Minimal time of transition an electron from one energy level on the another 
in atom ,     .:•'■'' 
Typical theoretical time of electron relaxation in quantum nanoelements: 
Electron-phonone interaction. 
Resonant frequency in conductors: 
Transient-time effects on discontinuities of strip transmission lines of micron 
sizes. 
Time constant of transient process on discontinuities (Idealized Olirier 
model for discontinuities):         ■ -  .- ■ . 
Excitation of higher modes on discontinuities of microstrip transmission 
lines in VLSI. Cut-off frequency of the first higher mode: 
Excitation of surface waves in micron microstrip transmission lines. Critical 
coupling frequency of the strip and surface modes:  

Time or frequency 
evaluation of an effect 

•33.3 Vs.fi/^m 

Defined by efficient or 
free mass of charges 

• 0.001 - 0.01 fs 

- 0,067 - 0,2 fs 

~ 1 - 10 fs 
10-10000 fs 

■1-10 fs 
100-1000 fs 

~ 10 THz 

10 fs 

-10-100 THz 

10-100 THz 
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Fig. 3. 

Transient characteristics of the switch for topologically modulated signals. 
a) Output signal on the port II (logical 1 on the input I) 
b) Output signal on the port HI (logical 0 on the input I) 

R=18 Ohm, s=3.5, h=3 mm, Ze=84.32, Z047.85. 
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MODEL OF SIGNALS FOR DIGITAL ANTENNA ARRAY WITH 
MUTUAL COUPLING ON THE BASIS OF FACE-SPLITTING 

MATRISES PRODUCT 
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When considering the mufcicoordinate digital antenna arrays (DAA) with mutual 
coupling of channels there arises a problem of compact matrix record of the responses of 
reception channels. For the solution of the given problem it is proposed to operate with a 

special type of the product of matrices, named as "face-splitting" (a D b = [a^ Bj ) and 

"transposed face-splitting" product (TFSP) (a ■ b =[aj j • Bj]), respectively, [1]. 

With the aid of TFSP it is possible to obtain the variant of analytical model of two- 
coordinate DAA with mutual coupling: 

U= (F ®W)(Q1V)-A, (1) 

where U is a block-vector of voltages of the responses of DAA channels, Q, V is the 
RxM matrix of the directivity characteristics of primary channels in azimuth and elevation 
angle planes, 

Q= 

'Qi(xi)   Qi(x2) 

Q2(xi)   Q2(x2) 

Qi(xM) 

Q2(xM) 

QR(
X
I)    QR(

X
2>    -    QR(

X
M). 

v= 

'Vifo)    YiiYi)   -.  V!(yM) 

V2(Yi)   V2(y2)   -   V2(yM) 

VR(yi)   VR(y2)   .»   VR(yM)_ 

QBV 

Qi(xi) 

"VKyO" 

Vp(Vi) 

| Qi(x2) 

"V!(y2)' 

vR(y2)_ 

: ... Qi(xM) 

vR(yM)_ 

Q2(xi) 

Vi(yi) 

Vp(Vl) 

j Q2(x2) 
Vi(y2) 

vR(y2) 
1 '*' Q2(xM) 

VXCVM) 

vR(yM). 

QR(XI) 

Vi(yi) 

| QR(X2) 

V!(y2) 

vR(y2). 

>       * 

QR(XM) 

V!(yM) 

vR(yM). 
F, W is the RxR matrix of mutual coupling, 
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F      <1     W      <1 ' 

A=[ä!    ä2    •••   äM]   is the vector of complex amplitudes of signals of M sources. 

With the aid of identities [ 2 ]: 
(F0WXQIVHF.Q)l(W'V), 

one can obtain that 
U = P-A,whereP = (F-Q)B(W-V) (2) 

By using the method of maximum likelihood, an estimation of parameters of M sources 
of signals of two-coordinate DAA it is possible to be carried out, by a minimization of a 
functional not differing in form from that used in one-coordinate case. Indeed, it is possible to 
write down: 

L = {U-PA}*{U-PA} = min 

The measuring procedure in the wo-coordinate variant is reduced to the minimization of 
expression: 

L = tr[GR],   where   G = P-(P* P)'1-P*,   R = U-U*. 
With the account of (2), on the basis of matrix Neudecker derivative [3] an information 

fisher's block-matrix describing the accuracy of joint estimation of angular coordinates is 
obtained [4]: 

1 = 

PTP (A*®PT) 

(A®P) if) -(AA'aW-f 
ft 

where — is the Neudecker derivative of the matrix P by the vector Y formed by unknown 

estimations of angular coordinates of M sources; IRR is the identity matrix of dimension R x 

tk; ® is the symbol of Kronecker-products of matrices. 
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Abstract. A unified structure for performing fast discrete orthogonal transformations 
like Fourier, Walsh, Haar, Cosine and Sine ones and nonlinear operations like scanning 
window data sorting for order statistic and L-filters is proposed and described. It permits to 
implement a wide class of techniques used in signal and image processing applications. 
Keywords: unified structure, fast transformations, nonlinear operations. 

1. Introduction 
Different discrete orthogonal transformations like Fourier, Walsh, Haar, Cosine and Sine 

ones as well as nonlinear operations, for example, scanning window data sorting are widely 
used for analysis of microwave device performance (antenna array pattern synthesis, control 
and investigation of noise influence [1] ), digital signal and image processing - linear and 
nonlinear filtering and enhancement [2,3]. This deals with several aspects. First, many linear 
filtering techniques can be more easily realized in the spectral domain [2]. Second, a lot of 
discrete orthogonal transforms have fast algorithms and they are characterized by very similar 
flow graphs [4]. Third, the data sorting operations used for many nonlinear filters - median, 
order statistic, L-filters, etc. - also have fast algorithms with flow graphs similar to those ones 
used for transformations. These obstacles run us into idea that a unified structure able to 
execute all these operations with switching only the mode of elementary node performance 
can be designed. 

2. Discrete Orthogonal Transform Families. Unified Representation 
A general class of linear orthogonal transform is the class the transform matrices, which 

can be presented in the following form: 
q q   N/rrl 

H„= p(0)m(i)=i*0)u[e v^p^j (i) 
i=l i=7 s=0 

where N= rnrn.i. ri is the order of the transform; n e{ri; r„} for i= n+1, q; V1'*0 are 
(nxn) matrices called spectral kernels and the symbol © denotes the direct sum of matrices 
[5]. Varying the number q, permutation matrices P(l), i=l, , q and spectral kernels V^, 
which play the role of parameters in the unified representation (1), a large class G of 
orthogonal transforms can be formed. The common property of the transforms from G is 
possessing fast transform algorithms. It should be noted that different representations of the 
form 1) may exist for the same matrix, or equivalently, different sets of parameters may 
correspond to the same transform. The representation (l)Js more convenient from the 
parallel implementation standpoint because it separates arithmetical operations 
(corresponding to direct sums) and data exchange operations (corresponding to permutation 
matrices) each from the other. One important property of orthogonal transforms from G is 
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that HEN e GöEb^eG, i.e. both inverse and direct transforms belong to the same class. 
This family includes such classical transforms as discrete Fourier, Walsh, Walsh-Hadamard 
(DFT, DWT, DWHT, respectively) ones as well as Haar, Cosine and Sine transforms. 

Among many useful properties of the unified parametric approach based on (1) let us 
mention the following: 
1. Representation (1) gives a unified approach to fast transform algorithms, thus, not a fixed 

transform but certain families of them can be implemented using unified, parametrically 
controlled (or programmable) fast sequential and parallel algorithms and architectures. 
This means the universality (or multifunctionality) and the flexibility of software and 
hardware tools designed according to this approach. 

2. The structure permits to consider the problem of searching the best (according to some 
features) transform while fixing some other features. Besides, hybrid transforms can be 
synthesized within the same framework. 

The unified structure of fast transform algorithms is presented in Fig. 1 in a generalized 
form. The nodes of the flow graph (bold dots in Fig.l) are divided into q+1 levels, the i-th 
level representing the vector z;= [5i10), ,S{

m)]   , i=0, ,q. There are edges only 
between nodes of adjacent levels. The sets of edges nodes correspond to permutation 
matrices P(q), P(q_1), , P(0). So the outputs of blocks P^ (See Fig.l) represent the vector 
Zi'= P(q_1) x Z;. The blocks Wiis), i=0, q-1; s=0, , N/fi-1, represent executions of the 
basic operations which are simple discrete linear transforms with non-identity matrices V(l's) of 
smaller (compared to N) size r;. Therefore, computations of the i-th stage consists of: 
a) permutations of the components of Zj according to P(,'1}; b) dividing the resulting vector 
Z- into N/rq.i subvectors Zi;S'and c) implementation of the set of basic operations. So, two 
types of operations are performed in a fast algorithm. The first is called radix-r butterfly and 
the second is the permutation (or reordering) operation. It is worth saying that some 
preliminary operations, in particular data weighting [1] can be performed before 
transformation fulfilling. 
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Fig. 1. Generalized scheme of the unified structure 

3.Nonlinear Operations and Unified Structure. 
Let us consider now an enlarged model of the flow-graph in Fig. 1 allowing also some 

nonlinear transformations including complete sorting of input data. Formally, fast algorithm 
of the transform y=F(x) where x is a vector of N input samples and F(«) is some operator 
(linear or nonlinear) executed by the flowgraph consists of q stages. So when basic 
operations of (1) are nonlinear then the output of the flowgraph is a bank of N different stack 
filters Such filters have been called FFT-ordered L-filters [6], 

In the simplest case of r=2 the basic operations are 
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VV(1) = ai,iU(l)+ai,2U(2) 
; \V(2)^a2,IU(l)+a2,2U(2) -!   (2) 

for the linear case which is called "butterfly" and for the nonlinear case "compare and swap" 
operation 

\~V(l)=p(U(l),U(2)) 
V(2)=p(U(l),U(2)) (3) 

where p is min or max operator and p* is max or min operator, respectively. 
It is known that L-filters involve many known ones as subclasses: median, a-trimmed, 

min/max filters, for many weighted order statistic ones the L-filter with very close properties 
can be found. Moreover, sigma and K-nearest neighbor filter can be interpreted as L-filters 
with temporarily or spatially varying parameters. This makes possible to apply the proposed 
unified structure for implementation of different adaptive filtering procedures both with 
generally converging adaptation [7] and local one [8]. It is expedient from the standpoint 
that among L-filters almost always exists one being optimal for suppression of noise with 
observed probability density function. 

Conclusions 
The unified structure and approach for performing a wide set of different fast 

transformations and nonlinear operations (filtering) is proposed. It is useful for many 
practical applications of microwave device synthesis and analysis, digital signal and image 
processing. The main advantage consists in the fact that the efficiencies of different 
transformations compared to each other and that one optimal for solving the task at hand 
can be selected or updated in adaptive manner. 
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In a linear approximation, a monochromatic impulse Ioul(t) passed through diffusing 

medium can be given by 

Lt(t)=\G{t-t')Iin(t')dt', (1) 

where Iin (f) is the initial impulse and G(t) is Green function. 

According to 

G(0 = T^{r(77)exp(-/70^, (2) 

where r(^) is the coherence function related to G(t) by the Fourier transformation, the 
problem of determining Green function G{t) is equal to that of determining Y{ij). 

Ishimaru [1] studied the coherence function and the time behavior of an impulse radiated 
by plane the z = 0 and detected at the distance z = L at the point r = 0. He did not include the 
dissipative attenuation into his approximation. This paper is an attempt to extend the 
Ishimaru's model by taking this effect into consideration. To do it, let us study an extension of 
the Ishimaru equation taking account of the dissipative properties of the medium 

f d     v d d1 ^ 
— + ~—r + a„(z)—j + b(z)r 
dz    2dr        "     dr1 r(z,r;77) = 0 (3) 

with the initial condition T(0,r; rj) = 1. In this equation, an = rj/lck2; b = p(z)apk
2 JAap , 

where v is the attenuation coefficient, k is the wave number of EM radiation, c is the 
velocity of light, p(z) is the concentration of the scatterers; ap is the scattering cross-section; 

a   is the angular coefficient of scattering which is approximately equal to the ration of the 

scatterers diameter D to the EM wave length A [1,2]. 
Within the random paths model, an output impulse can be represented as a superposition of 

subimpulses which arrive at the detection point along different paths due to the scattering. In 
this case, the EM impulses propagation can be considered a diffusion stochastic process. This 
is the Ornstein-Uhlenbeck dissipative stochastic process which is the solution to the Langevin 
equation dr{z)/dz = vr(z) + u{z), where v is the attenuation and u(z) is the generating 

process. Here u(z) is "white noise" [3]. 
The solution to equation (3) can be written as a path integral over every path starting at the 

points |r0} of the plane z = 0 and finishing at the detection point of (z = L,rL= 0) 

T(z,r,t])= JV2r0(z = 0,r0|exp - \\r(zf dz\\z = L,0). (4) 
J 

The correlator Kv(z,z') of the process r(z) is the following: 
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Kn(z,z') = g(Z)T}exp(-Mz-z'\), 8(Z) = J^ (5) 

The required function T(z,r, rf) has the form of 

r(z5r;77) = exp(-vI)n(l-7/4r5 (6) 
k=\ 

where {4} is the set of the eigenvalues corresponding to the set of the solutions \fk (z)) of 

the integral equation 
L 

f(z)=lKn(z,z')f(z')dz'. (7) 
0 

Solving the eigenvalue problem results in the following equation: 

^  L,», m  (/, + ^ + y) exp(j?o^} _ (y. _ y){h _ v) exp(_^ y 

where 

r0=Jv*+2ijyg(0),     rL=^v2+2tjyg(L),      R0L = ^v2+2?]yg(z)dz       (8a) 
0 

Equations (2) and (8) are the general solution of the problem. Let us underline some 
regularities of the found Green function G(t): 

a) all roots of (8) are simple; 
b) G(0)^0; 
c) function G{t) is exponentially damped as t -»00; 
d) function G(t) has the only maximum and two inflection points. 

The above reveals the Laguerre property of the output time impulses. Quantitatively, those 
regularities can be expressed via low-order statistical moments of function G(t). 

Zero moment equals to 
(l)£=exp(-vZ). (9) 

The higher moments we obtain considering G(t) a distribution density. Time reference 
point being t = Tx= L/c, the impulse center (its first moment) is as follows: 

(t), =   \G(t)dt      \tG{t)dt = \g{z)dz. (10) 
0 

\l/2 
The impulse width aL = \{t2)L ~(t)]) is defined by its standard deviation. With (8), we 

obtain the following dependence of its mean-square width: 

.; = -*f(l- exp(-2,i)) + ijg'(Z)<fe. (11) 
2v      v v j 

If the initial impulse is  crin  wide, then the output impulse mean-square width is 
~ (^   _i_^2^/2 

We have carried out numerical experiments with (2) and (8) to check the found behavior of 
Iout(t) • In the experiments, there were two types of the density dependence p(z) in (5). The 
first dependence f\{z) - const and the other p2(z) was chosen of Gaussian kind. The results 
of the experiments are given in figures 1 and 2. In the figures, the curves are represented in 
arbitrary units with the calculation parameters being picked out to show qualitative results. 
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Figure 1 shows the evolution of the 
output   impulse   for   px   with  the 

following parameters:   v = \0~3m~\ 
(?p=3-10-10m2; ap=3-lQ-2; 

f\ =104»T3. As one can see, Iout(t) 
steadily stretches as L increases. 

Figure 2 shows the results 
obtained for Gaussian-type density 
distribution p2 with the center at 
L- 0.375 KM and the standard 
deviation of 0.1 km. All the 
calculation parameters are the same 
as in fig. 1 but v = l0~6m~1. In the 

Figure 1. Output time impulse evolution for uniform  figure, one can see that the impulse 
density distribution. shape tracks the chosen density p2 

parameters values. 
In particular, before the impulse 

runs into the scatterers, it keeps S- 
like shape. The impulse noticeable 
stretching begins after it enters the 
central zone of the density 
distribution. 

Also, both figures show that the 
stretching is accompanied by the 
impulse energy decrease. 

In addition we have accomplished 
numerical experiments for different 
values   of   the   parameters   which 

Figure   2.   Output   time   impulse   evolution   for  . „ ,,    .      ,      , , &   . J     •    j-    -U   • influence the impulse shape, namely, 
Gaussian-type density distribution the density distribution center location 

and standard deviation. All the impulse time dependences obtained in the conducted 
numerical experiments behave similar to Laguerre-type curves. 

Thus, we have shown that the approach utilized in Ishimarus's model to describe a time 
EM impulse shape behavior in homogeneous nondissipative scattering medium can be 
extended to inhomogeneous dissipative media. The model extension is based on Ornstein- 
Uhlenbeck dissipative stochastic process application. We have also found the explicit 
expression for the problem Green function. The time-dependent term of the found Green 
function is of Laguerre type for all the considered conditions. 
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3. Rytov S. N. Introduction to statistical radiophysics (in Russian). - Nauka, Moscow 1966. 
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REGULARIZATION TO SPECTRAL PARAMETER ESTIMATION BY 
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Abstract: Particularities of stable least square spectral parameter estimation technique with 
successive growing model order and adaptive regularization are considered. Advantages of 
novel approach are displayed by results of numerical simulation of complex reflection coeffi- 
cient spectral analysis for the case of phase distortion due to signal propagation in waveguide. 

INTRODUCTION 
Spectral parameter estimation (SPE) methods are very powerful in various applications. The 
least square method (LSM) of SPE is more general and accurate but it consumes more com- 
puter resource SPE methods can be used for layered structures, microwave component pa- 
rameter measurements [1-3]. Peculiarity of this approach is spectral analysis of frequency 
domain data. Exponential model is supposed to be relevant. Successive algorithm of LSM has 
allowed us to take into account multiple reflections in the data and estimate an order of expo- 
nential model. This approach provides non-traditional regularization in the case of phase dis- 
tortions and non-adequacy of model in the form of sum of exponentials. For example, the 
problems mentioned arise in experimental data processing by method [3] if the experimental 
data are obtained using waveguide with frequency dispersion and therefore phase distortion m 
the exponential model. All these facts induce splitting spectral components but the proposed 
non-traditional regularization overcomes this situation. 

BASIC CONCEPTION 
The method is based on searching the best values (minimum) of cost function (CF) p formed 
as square norm of difference between experimental RE and model Ru discrete data 

P = RE~RM 

I     AT M 

Jy   „=1 m=\ 
(1) 

where N is number of frequency points of observation (measurement); <D„ are frequencies of 
measurement; M is order of exponential model; rm and tm are parameters of exponential 
model. For arbitrary fixed t^ minimizing p is equivalent to searching optimal projector P to 

space Lu spanned by vectors em = [exp(-./öym)L. w '• Usin§ N>^ matrix FM
 
with columnS 

em, we obtain optimal projector as P=FF+
> where F* is Moore-Penrose inverse matrix. Using 

Hermitian and idempotent properties of P, cost function can be transformed to 

'-(RE,PRE). (2) P = RE 
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Minimization of CF (2) is equivalent to maximization of CF' S = (fe,pjQ = (RE,RM), 

where model is equal RM = FT (r is vector of amplitudes ), and this cost function is equal to 

I    N 

^=T?-I4K)-^K)- (3) 
Expression for cost function (3) is given by 

8<hA~M = t (r*)k+m ■ Gk -Gl • ^feL, (4) 
k,m=i det// 

where H=FHF is Gram matrix in basis em, H^ is matrix H without row k and column m, Gk 

is Fourier transform (FT) of RE in point 4, For the most simple case M=l cost function is 
Ii2 
Gx\ . Thus, the maximum of cost function (3) coincides with maximum of Fourier 

transform modulus. 

Successive algorithm is based on block structure of matrix HM (Gram matrix of M-th model 
order). For the M-th model order CF may be calculated recurrently using parameters esti- 
mated for the (M-l)-th order one according to 

PM = PM-I-\&GM\2/dM , (5) 

where AGM = GM -h^H^xgM_x is time difference signal in point tM; dM =l-h^_x .#JL, -lM_x; 

GM = ^MA) is value of FT in point tu; hM_x = [(eM, ek )\=x M_,; gM_x is vector with sam- 

ples of time signal for h,t2,...,tM-i. Complex amplitude of the M-th component is equal to 
rM - AGM/dM . The process of model order increasing must be interrupted, taking into ac- 
count assumed noise level, pjv^-i and pM. The procedure discussed above permits the model 
order to be determined. This problem is very important for components situated closely. 

In the last case it is necessary to use a regularization to avoid computing problem. The tradi- 

tional Tikhonov's regularization in form pa = ^RE - Frt + a\rf2 with regularization pa- 

rameter a in induses following expressions in proposed algorithm 

<=dM+a    (forM=l: <=!+«,#,-■% 1/(1+«) ). (6) 
This regularization reduces standard deviation of the estimates. But it requires to determine 
optimal value of the regularization parameter a. The novel algorithm provides a non- 
traditional       regularization       by       introduction       of      regularization       parameter 

I |2   /        I a= PM~\ ~\^GM\ jdM\ in dM according to 

dM=dM+a/dM (forM=l:<=l + a,' #flB =]/(l + a) ).' (7) 
The regularization protects from splitting estimated parameters, what happens inevitably un- 
der conditions of Tikhonov's regularization. 

For the novel algorithm the model order is being increased successively. This mean protects 
from estimation of additional noise spectral components. This regularization protects partially 
from splitting of true components. If components are situated very closely, the amplitude rm 

of one of them will become approximately equal zero. 
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If two spectral peaks after FT are overlapping and forming single common peak, the follow- 
ing technique is used. After FT and estimation of single peak parameters the model data with 
estimated parameters are subtracted from frequency-domain signal. Parameters of two maxi- 
mum peaks of residue are used as initial guesses of optimization procedure. If amplitudes of 
latter peaks are lower than noise level the decision of presence of only single peak are taken. 

NUMERICAL SIMULATION RESULTS 
Testing the method was carried out for data those are corresponded to measurements of com- 
plex reflection coefficient of metal plates, located in distance 31 sm from reference plane (in 
frequency band 21+41 GHz, #=101). This distance consists of rectangular waveguide with 
cross-section 7.2x3.4 mm and length 25 sm and 6 sm in free space. LSM method withM=2 
without regularization gives merge of estimated locations (h=t2) and significant growth of es- 
timated amplitudes (>i=38.6; r2=37.6). In this situation the traditional Tikhonov's regulariza- 
tion caused splitting estimated peaks (ri=0.5; r2=0.5). The novel regularization has given 
physically reasonable estimates of peaks amplitudes (ri=1.0; r2=0.0). 

Numerical research of the best value of regularization parameter in form (6) was carried out 
for case h=0.20, tz=0.25,fi=-l,fif=l, #=101 and unit amplitudes in presence of noise with 
standard deviation c=10"3. In absence of regularization (oc=0) mean square error (MSE), de- 
fined as a sum of displacement and standard deviation, was 6.1-10"3 (for generalized pencil- 
of-function method (GPOFM) [4] it was 7.9-10"3). Optimal value ct=10"5 has reduced MSE in 
almost 50 times. It was 1.7-10"4, thus the displacement of the estimates has decreased on 2 or- 
der, that shows necessity of use of a regularization in LSM to receive significant advantage 
above GPOFM. The mentioned researches were carried out for different levels of noise in the 
data. For o=8-10"3 without regularization (a=0) MSE was 6.0-10"2, for found optimal value 
a=1.510"4 it was 1.4-10"3. For o=M0"4 without regularization (a=0) MSE was 6.010"4, for 
found optimal value a=5-10"6 it was 2.1-10'5. 
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Abstract 
The one of the main aspect of the Mueller matrix measurement is the aspect of physical realisability of 

the Mueller matrix. Condition for the physical realisability of Mueller matrices is the transformation Poincare 
sphere of the probing radiation to the Poinkare sphere of output radiation. In practice, it means, that 
polarization degree of output radiation must be in range from 0 to 1 for any polarization state of probing 
radiation. But there can be the situation, when experimentally measured Mueller matrix may give us 
polarization degree of output radiation more than 1, so, unrealizable Stokes vector. Such Mueller matrix is 
called physically unrealizable. But, in practice, the availability of measurement error may cause situation, when 
experimental (properly measured) Mueller matrix of real object is physically unrealizable. Thus, conditions of 
physical realisability, taking into account Mueller matrix elements measurement error, are obtained. 

Introduction 
Methods, based on studying of changes of polarization state of electromagnetic radiation after reflection, 

scattering or transition through the object, are called polarization methods. Last time, polarization methods 
played very important role in the studying and analysis of different anisotropy objects. The explanation of this 
is in the great increasing of information, taken about the investigating object. 

The electromagnetic radiation can be presented by the Stokes vector S. in the following form [1 ]: 

S = (I,Q,U,V)T (1) 
This presentation contains information about polarization state of electromagnetic radiation, including 

depolarization. Polarization degree of electromagnetic radiation can be calculated by next formulae[l] : 

P = 
Vß2 +u2 +v^ (2) 

/ 
where Q, U,V,I - are the component of output Stokes vector. 
For any possible electromagnetic radiation, polarization degree must be in range 0..1. If this condition 

doesn't fulfilled, then the Stokes vector is physically unrealizable. All physically realizable polarization state 
may be geometrically presented using equation of the sphere: 

x2+y+z2<i?2 (3) 
and point, defined by there component (Q, U, V) of the Stokes vector must be in the sphere with radius 

I - it is condition for the physical realisability of the Stokes vector[2]. This sphere is called Poincare sphere of 
polarization state of the radiation [1]. 

The linear interaction of probing radiation with the investigated object (interaction without change of 
radiation frequency), can be fully expressed by Mueller matrix 4x4 of real elements, which transforms Stokes 
vector of polarization state of probing radiation into output Stokes vector of output electromagnetic radiation. In 
case of linear interaction, Mueller matrix contains all possible information of anisotropy properties of the object 

Mueller matrix formalism was suggested in 1948, but, for today, the question of physically unrealizable 
Mueller matrix does not solved completely. There was some attempts to analyze experimentally obtained 
Mueller matrices, but there pays no attention to measurement error influence [2,3,4]. If, for any reason, there is 
one state of probing radiation, for polarization degree of output electromagnetic radiation is more than 1, then 
this Mueller matrix is physically umeliasible [1-4]. 

As example, let us consider the ideal polarizator - polarization degree of output radiation is 1 for all 
polarization states of probing radiation. In case of measurement error presence, it is the typical situation when 
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after model probing of experimental Mueller matrix by fully polarized radiation we can obtain output 
polarization degree more than 1, so, this Mueller matrix must be physically unreliasible. 

This is only one evidence of imperfectence of definition physical unreliasability. So, the goal of this 
work is to present inequation, defining physically realizable objects and taking into account measurement error. 
Another task, which is solved in this work, is the estimation of the measurement error, with which 
experimentally obtained Mueller matrix is physically realizable. 

For all these purposes we have given correspondent analytical expressions 

Theory 
The one of the most exploited methods is the methods of the model probing. In this method, we analyze 

Mueller matrix by the virtual (mathematical) probing by radiation with any possible polarization states. This 
method may give us anizotropic characteristic of the object. The question of physical realisability of made 
measurements is also the question of correctness of the measurement method. For today, measurement error 
presence make it impossible to make conclusion about its physical reality. At present time, the simplest way is 
to say, that if there is a polarization state of probing radiation, for which output Stokes vector is physically 
unrealizable, then, this Mueller matrix is physically unreliasible [1-4] 

So, let us consider arbitrary Mueller matrix : 

M = 

M„   M„   M„   M ■n 13 !14 

M„,   M„   Mn   M L21 l22 23 1 24 

M„   M„   M„   M !31 '32 l34 

M„   Mm   MM   M [41 [42 43 ! 44_ 

(4) 

We shall analyze output polarization degree, so we will use model probing by fully polarized radiation. 
It is known, that the Stokes vector of fully polarized electromagnetic radiation can expressed in the following 
form: 

1 

(5) 
cos(2 • 6) • cos(2 • s) 

sin(2-0)-cos(2-f) 

sin(2 • e) 
where 6 is azimuth of ellipse polarization, e is the ellipsity of polarization state. 
It is obvious, that for some polarization state of probing radiation the measurement error influence may 

provide the polarization degree more than 1. And now the task is to calculate divergence of polarization degree, 
caused by the measurement error. 

We have found expressions for maximum output polarization degree independent of input polarization 
state. Considering it as the function of 16 variables, we have expanded it into Taylor series by measurement 
error and taken linear estimation. It is quite physically substantiated, because quadratic error dependence is 
neglectively less [5]. 

Let the measurement error of Mueller matrix element be S, then we can write conditions for the 
physical realisability of the object in the following way: 

£(MW +MkAf -(M„ +Muf <i>w +M'A'S 

*=2 

4 

/fc=l 

4 

£(MW _MM)2 -(Mn -Mu)2 < 2|A/W -MkA\-S 
*=2     ■ . *=1 

£(MW -MK3f -(M„ -Mnf <£KI -Mk,[ö (7) 

Jfc=2 *=1 
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£(MM +Mi>2)
2 -(Mn +Mn)2 <|>w +MWU 

£(MW -M,j2)
2 -(M„ -M]2)

2 <£|MW -M J-5 
*-2       .     ■ *=i 

4 4 

2X.2 -^,3 -M12 -M13^(IMJ + KSM 
*=2 t=l '        '   '   ■ 

2X.2 -A/M -MI2 -M14 <2(|MU| + K.4|)^ 

M2 +M2
n+Ml -M2

n<f^u[d 
*=1 

We can test the execution of inequalities (7) and make conclusion about its physical realisability basing 
on the standard device measurement error. So, if Mueller matrix of the object satisfies this conditions then we 
have all reason to claim that it is physically realizable. 

From other hand, we can also find the least measurement error 8, for which conditions (7) are fulfilled 
so, we can make estimation of Mueller matrix measurement error, basing on experimentally measured Mueller 
matrix. 

Conclusions 
For example, let's consider one simple example - experimentally measured Mueller matrix of the empty 

space: *J 

1        -0.0104   -0.0234   -0.0057" 

0.0035      1.0123      0.0161      0.0015 

-0.0030   -0.0096    0.9879    -0.0049 (8) 

-0.0049   -0.0037   -0.0128     0.9995 _ 

It is evident, that this matrix is physically unrealizable by [1-4], but we have made proper measurement 
(!) [5-6]. At the same time, the conditions (7) are fulfilled for standard device measurement error 8 = 0.03 . 
And this is typical error for our Mueller polarimeter, and this Mueller matrix is physically realizable with 
measurement error 8 > 0.015. 

So, we have presented inequations, characterizing physically realizable Mueller matrices, measured with 
measurement error 8. 

We can also estimate 9 measurement errors to fulfil each inequation from (7). The maximal of these 
measurement errors will be taken as a least measurement error, with which this Mueller matrix can be 
physically realizable. 
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1. Introduction 
In contemporary world the information presented in the form of image becomes more and more 

popular. Systems like Windows or WWW use this way of presentation for most applications. In the other hand, 
transmitting and storing huge files containing image data require enormous memory size and broadband 
communication. Thus, seeking new methods of image compression is still well appreciated. In the paper a new 
approach to image compression, using Wavelet and Piecewise-Linear Transforms is presented 

2. The Transformations 
2.1. One-Dimensional Case 

For a discrete signal x(n), n - 0, 1, 2, ..., N-\ any discrete transform, mapping the signal from the 
original domain to the transform domain can be given in the form of the generalised Fourier series [1,8,13,17]: 

AT-l 

x(n) = Y*t -Vtin) n = 0, 1,2,..., AT-l (1) 
i=0 

where: 
c, - coefficients of the expansion (spectrum); 
<Pi(n)     - set of the basis functions, constituting the transformation kernel. 

The expansion coefficients are defined by the following: 

,   AT-1 

c, = — y *(»)•*»,(») » = 0,1,2,..., N-l (2) 
tola 

where 4, - normalising coefficients, depending on the type of transformation. 

The above equations define a pair of transformations: forward (2) and inverse (1). In order to obtain the 
required type of transformation, appropriate basis functions must be used in (1) and (2). Specific cases of the 
Wavelet and PWL Transforms are presented below. 

a) The Wavelet Transform 
The Discrete Wavelet Transform is defined according to (1) and (2), when the basis functions %(n) are 

chosen to be the discrete basis wavelets [3,4,7,10,15]: 

—i 
hik(«) = a0T • h(a0~' -n-k) (3) 

where: / - scale coefficient, k - translation coefficient. 

The discrete basis functions are scaled and translated versions of the basic wavelet, given by the following 
equation: 

(4) ™-MT. 
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The shape of the basic wavelet can be chosen dependently on the application. Among many proposed functions 
particularly the Daubechies wavelets are well appreciated, because of their fractal character and compact 
support.[3,4,15] 
The normalising coefficient in (2) is constant and independent on the analysed signal. 

b) The PWL Transform 
The PWL (Periodic Walsh Piecewise-Linear) Transform is defined according to (1) and(2) with the 

basis functions chosen as the discrete PWL functions [5,6,12,13,14]: 

(pi(n) = PWLi(n) (5) 

where PWU(n) - set of discrete PWL functions defined as the result of integrating the Walsh functions and 
supplementing      the      obtained      set      of      functions      with      the      constant       function 
PWLo(n) = 1 .[13,14] 
The normalising coefficients in (2) are given by (6): 

where k - index of PWL group, k = 1,2,..., log2A^. 

(6) 

2.2. Two-Dimensional Case 
Expansion of the above transformations into two-dimensional case is derived straight from the one- 

dimensional case. The transforms described above are applied to rows and columns of the analysed two- 
dimensional signal, i.e. the image. Detailed description can be found in [13]. 

3. The compression algorithm 
For effective compression performance an image of a given class is first modelled by the compression 

algorithm to generate some intermediate representation of image depending on the chosen method of 
compression. The attention has been concentrated on the step of modelling, where the two-stage transformation 
is used to generate the intermediate representation of the image. 

First, the original image is wavelet transformed to obtain a pre-intermediate representation, consisting 
of four subimages (see Fig. lb), being the result of spatial low-pass and high-pass filtering. At this stage the 
zonal sampling is performed and only the low-pass filtered subimage is kept. 

a) b) c) 
Fig. 1. Examples of a) original image, b) Wavelet Transform of the original, c) PWL Transform of the selected 

zone 

Second, the pre-compressed image is PWL transformed, what produces the PWL spectrum of the 
former representation (see Fig.lc). Then the threshold compression is performed and the final intermediate 
representation of the image is obtained. 

Reconstruction of the original image requires similar two-stage decompression process. First, the 
Inverse PWL Transform is calculated, and then the intermediate reconstruction is transformed by the Inverse 

Wavelet Transform. 
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4. Results of experiments 
The above compression algorithm has been applied to a set of typical test images. The distortion of the 

reconstructed image is measured in terms of classical criteria: mean square error (MSE) and Peak Signal-To- 
Noise-Ratio (PSNR), defined by (6) and (7), respectively. 

M-W-\ 
MSE(I,I) = —i— X £(/(/J) - 7(U))2 

M-N i=0 j=0 

PSNR(1,I ) = \0logl0 
255z 

MSE(IJ) 
[dB] 

(6) 

(7) 

where: 

1,7      • original and reconstructed image, respectively; 

M,N    - number of rows and columns in the original and reconstructed image. 

Some results of application of the two-stage compression are presented in Fig.2. 

IC« 

Fig.2. Two-stage compression versus various threshold valuesp: a)p = 0.01, b)p = 0.1, c)p = 1. 

On the base of subjective visual evaluation we can state that the results obtained for p = 0.01 and/? = 0.1 are 

acceptable. Significant distortion can be noticed for p = 1. 

The comparison of compression results for different types of images is depicted in Fig. 3. 
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Fig. 3. a) MSE versus threshold value, b) PSNR versus threshold value 

We can state that both coefficients, as MSE and PSNR strongly depend on the type of image. They get better 
values for images containing few details (example: Tools) than for images with many details (example: 
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Bridge). In general, both MSE and PSNR are acceptable for threshold values not exceeding about 5% 
maximum value of the spectrum coefficients. 

4. Conclusions 
The proposed approach to image compression applies two types of transformations, which combine 

different methods of compression. During the first stage the Wavelet Transform produces a special 
representation of the image, containing in particular a subimage being a result of spatial low-pass filtering. 
Thanks to the zonal compression scheme only this subimage is forwarded to further processing At the second 
stage the PWL Transform gives the PWL spectrum, which is then compressed by the threshold compression 
scheme. Considering the computational and visual results we can state that the proposed scheme is effective, 
but strongly dependent on the type of processed image. Thus looking for a relation defining types of images 
predestined for such a two-stage compression remains the subject of further research. 
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Abstract: Six-port data processing on base of holographic technique with three reference signals 
and corresponding means of generalized residual formalizes regularization are discussed. 

INTRODUCTION 
Now traditional way of complex reflection and transmission coefficient determination is use of 
vector analyzer in form of six-port reflectometer or four-port reflectometer with different 
successive loads that are utilized as source of reference signals. The four-port reflectometer is an 
ordinary phase-meter with two summers, traditional realization of which is use of magic T. 
Usually simultaneous solution of three quadratic equations is searched. For non-linear problems, it 
is difficult to realize traditional ways of regularization. But both reflectometers realize holographic 
approach with three reference signals [1], thus special system of linear equation can be formed. 
This fact opens perspectives of the use of Tikhonov's regularization. 

In differ from the traditional approaches, six-port analyzer on base of E-plane cross-junction of 
standard rectangular waveguides has been developed [2]. This device divides the input power in 
four approximately equal parts. Simultaneously it serves for summation of a signal under test with 
three reference signals obtained by dividing the input signal. 

Peculiarity of use of the cross-junction is an opportunity to evaluate scattering matrix elements with 
use of rigorous electrodynamic methods. The cross-junction has rather smooth frequency 
characteristics in whole work band of rectangular waveguide. 

HOLOGRAPHIC METHODS WITH THREE REFERENCE SIGNALS 
E-plane cross-junction of standard rectangular waveguides is used as the basic element of six-port 
analyzer [2]. The cross-junction is described with scattering matrix 5y. Using clockwise numbering 
of ports we assume that input port is port 1 then port 4 is port for attachment of standards and loads 
under test. The system transforms into ill-posed system by the use of port 3 to attach load. From 
symmetry of the device, S2i = &u = Su = Sn = S34 = Sn follows. Matched power meters are 
connected to ports 1,2,3. Directional detectors are used as matched power meters, which measure 
voltages C/i,2,3 proportional to corresponding powers Pi,2,3 in ports 1,2,3. Additionally directional 
detector for input power P0 measurement is connected to port 1. Multiple reflections between 
device under test and transducer was taken into account by new variable A4, which is bilinear 
transform of reflection coefficient A4 = r&ti / (l-T&w)= A\+}A"4. 

According to the technique [1] of processing in the holography with three reference signals the 
following system of two linear equations have to be solved 

Ba = q, 

where B is matrix with elements 

a = 
?*//2. 

(1) 

Bn = Re( S*miSnA) | S* 1K M S*mSa4) I Sm4 

Im( SmiS*m4 ) >n4 

B12- 

Im( SniS*n4)\Sm4\ \ B2i = Re(S*klSk4) | Sl4 |2 -   Re(S*nSu)\Sk4\
: 

B22 = Im( SuS*k4) I Su r -  Im( SnS*u )\Sk4\ 
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Values gw,, which determine elements of the vector q, equals to 

#mn- (Pm-POm) | ^4 |   - (pa -POn ) | <Sm4 | (2) 

with^o = \Sn\2 and pi = |iSui|2 UaUi I ( UdU0), where Sm is equal to Su + SuSnTc/ (1-SnTc). Tcis 
a calibrating standard reflection coefficient, C/co and Uo are the voltages of input power under 
calibration and measurement correspondingly, C/Ci and U\ are voltages being measured in cross- 
junction ports under calibration and measurement correspondingly. In differ from the scheme of 
processing [1] for our case it is necessary to multiply the first term in (2) on \Sn^, and the second 
term in (2) on |iS'm4|2. 

REGULARIZATION PROCEDURE 
Holographic processing [1] replaces three quadratic equations to linear algebraic system. Thus, the 
standard Tikhonov's regularization [5] for linear system can be used 

(BTB + aJ)a = BTq. (3) 

Numerical experiment has shown, that the solution of (3) with a = 0 coincides with the solution 
obtained according to the method of radical center with accurate to calculation error. Principle of 
generalized discrepancy demands to estimate norm of difference of rigorous operator and its 
approximation. That is rather difficult. According the generalized discrepancy principle of 
regularization parameter depends on solution norm. We practically determined regularization 
parameter from best value for standard load with reflection coefficient that was approximately 
equal to reflection coefficient of load under test. 

Principle of generalized residual formalizes regularization parameter a searching as the root of 
equation 

||£a°-q||2 = (5 + /H|a1)2 + u\ (4) 
where 5 is measure of error in q, h = |.S - Br\\, and BT is rigorous operator, \i = inf ||i?a - q || is 
measure of inconsistency. Values 5, h, |x can be determined by calibration procedure with three 
standard loads. It is very important that according to (5) a depends on value of A4, thus a is 
function of load reflection coefficient. 

Unfortunately A4 substantially depends from value of T. Variation of the phase of T from 0° to 360° 
with step 20° have showed that \AA\ has changed in ~ 2.5 times for |r|=l, in 1.5 times for |r|=0.5 and 
only in -1.2 and 1.09 times for \T\ equal to 0.2 and 0.1 correspondingly. Thus, choosing a for 
standard loads with rather small RC allows us to determine optimal value, for large values of |T| the 
approach is failure. This fact explains that a optimal for |r|«0.2 have given accurate result for 
|r|~0.1 and vice versa. But utilization of a optimal for metallic plate has not been successful for 
sliding short circuit piston. 

CONCLUSIONS 
The traditional variants of six-port reflectometer has direct links T and solution of linear algebraic 
system therefore The proposed approach is more perspective in this case. 
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Abstract 
It is known, there is a reciprocal correspondence between deterministic Mueller matrices and matrices of 

the Jones for nondepolarizing objects. However, in practice, it is mostly failed to define a matrix of the Jones 
corresponding an experimental Mueller matrix of deterministic object. The reason of such situation is a pres- 
ence of experimental errors of Mueller matrix measurements. In the paper the method of finding of a determi- 
nistic Mueller matrix closest to initial experimental matrix is offered and for which the correspondent Jones 
matrix can be found. The measurement error influence on a possibility of transformation of the measured 
Mueller matrix to a Jones one for consequent detail analysis is investigated. The correspondent analytical ex- 
pressions of transfer of experimental Mueller matrix in a Jones matrix are presented. 

Introduction 
Recently polarization methods of studying different complex object attract many attention. This is 

chiefly concerned with the fact, that polarization methods are giving all possible information in the case of 
linear EM radiation/object interaction. 

Ii is known, that single monochromatic electromagnetic radiation can be completely represented by the 
Maxwell vector (also known as Jones vector) in the following form : 

E = {Ez,Ey)
T o-o 

where E* and     y   are the electric vector components of the monochromatic electromagnetic radia- 
tion 

It is known, that electromagnetic radiation can be also presented by fourcomponent Stokes vector in the 
following form, where all components have the units of intensity: 

S = (I,Q,U,V)T O-2) 
Presentation by Stokes vector is much useful and complete, because it is contained information about de- 

polarization, absent in case of presentation by Jones vector. 
In case of scattering radiation depolarization absence, the linear interaction of probing radiation with 

studied object (the interaction without change of electromagnetic radiation frequency), can be fully described by 
using Jones matrix [1]. This matrix is 2x2 of complex elements. In case of existing scattering radiation depo- 
larization, Jones matrix formalism cannot be used. Such linear interaction of probing radiation with studied 
object can be fully described by using of Mueller matrix (the most common case), 4x4 matrix with real ele- 
ments. 

In practice, Mueller matrix is measured the most often, because , at first, it contains information of de- 
polarization, at second, it shows connection between two Stokes vectors - input and output, components of 
which has the dimensions of intensity, which can be easily measured by using single photodetector. 

For the first time Mueller matrix formalism was suggested in 1948. So, the history of Mueller matrix 
measurement methods is quite long, but, at present time, the number of works, in which results of Mueller 
matrix measurement of real objects and analysis of information contained in it, are quite limited [2-6] 

Any investigated object, which can be characterized by its Jones matrix is called deterministic object, 
and its Mueller matrix belongs to deterministic class of Mueller matrix. 

It is well known[2], that Mueller matrix may be easily recalculated to correspondent Jones matrix in case 
of satisfying next conditions : 

(Mu + Mlxf - (M12 + M21f = (M13 + M23)
2 + (M14 + M24)

2 

(M11+M12)
2-(M21+M22)

2=(M31+M32)
2+(M41+M42)

2 (1.3) 

(Mn +M22)
2 -(M21 +MI2)

2 = (M33 +Muf +(M43 + M34)
2 

But, in practice, the existence of measurement error make it impossible to satisfy equations (1.3) and, 
accordingly, it is impossible to recalculate directly experimentally obtained Mueller matrix of the deterministic 
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object into Jones one. That's why, the main goal of this work is to elaborate the nmethod of deterministic part 
extraction from the experimentally measured Mueller matrix of deterministic object. 

Theory 
The awkward transition formulas from the Jones matrix like : 

J = 
X\ + 1 * X2 x3 +1 • x4 

^ I    g       " £ <A"j      V   I       "'JJ 

(2.1) 

into correspondent Mueller matrix K are well known [1,2]. 
Experimentally measured Mueller matrix in mostly cases have the 16 independent real elements, which 

cannot be concerned each other by strictly equations, that's why it must be written in the following way : 

~M„    Mn    Mn    Mu 

M0 = 
M21 M22 

M31 M32 

M41   M42 

M23   M24 

M43   Af«, 

(2.2) 

If we strictly know the fact, that investigated object belongs to deterministic class, then we have physical 
ground to seek the nearest Mueller matrix, belonging to deterministic class. Then, we can recalculate last to the 
Jones matrix. The closest Mueller matrix will be determined by the norm of difference between experimentally 
measured and deterministic matrix : 

HI*-Mo|| = I(M>-^)2 (2.3) 
>j 

This parameter a is the function of 8 parameters, then condition for the minimum is the next: 
da = 0 (2.4) 

or the same in term of derivatives: 

-f^ = 0,* = T,8 (2.5) 
dxk 

Simplifying of (2.5), we will take the next set of equations : 
(Mu +Ml2 + Mn+M22)-xl + (Mu+M23)-x3-(M14+M24)-x4 +(M31 + M32)-x5 + 

+(M4l + M42) • x6 + (M33 + MM) ■ x7 + (M43 - M34)• xg = 4• |x||• x, 

(Mn + Mn + M21 + M22)-x2 + (Mu + M24)• x3 + (M13 + M23) • x4 -(M41 + M42)• x5 + 

+(M31 + M32)-x6 -(M43 -M34)-x7 + (M33 +Mu)-Xs =4-\\x\\-x2 

(M13 +M23)-x1+ (M14 + M24) ■ x2 + (Mn - M12 + M21 -M22)-x3 + (M33 - Mu)■ x5 + 

+(M34 + M43)-x6 +(M31 -M32)-x7 +(M41 + M42)-x% =4-||x|-x3 

-(Mu + M24)-x1 +(Mu+M23)-x2 + {Mn-Ml2+M2X-Mn)-x4 -(M34+M43)-x5 + 

+{M33-M44)-x6-{M4X+M42)-x7+{M3x-M32)-x, =4-|x|-x4 

(M3l +M32)-x1 -(M4l +M42)-x2 + (M33-M44)-x3-(M34+M43)-x4 + 

+(Mn +Mn-Mn -M22)-x5 + {Ml3-M23)-x7 +(M24-M14)-x, =4-\\x\\-x5 

(M4l+M42)-x1+(M31+M31)-x2+(M34 + M43)-x3+(M33-M44)-x4 + 

+(Mn + Mn -M21 -M22)-x6 + (M14 -M24)-x7 + (Ml3 -M23)• x% = 4• \x\■ x6 

(M33 +M44)-x1 +(M34 -M43)-x2 +(M3l -M32)-x3 +(M42 -M4X)-x4 + 

+(Mn-M23)-xi+(Mu-Mu)-x6 +(Mn-Mn-Mn + M22)-x7 =4-\\x\\-x7 

(M43 - M34) ■ x, + (M33 + MJ ■ x2 + (M41 -M42)-x3+ (M31 - M32)- x4 + 

+(M24 -M14)-x5 +(Ml3 -M23)-x6 +(Mn -Mn -M2l +M22)-x, =4-||x||-x8' 

(2.6) 
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where |x||= xf + x\ + x\ + x\ + x] +xl + x] + x%. 

This set (2.6) can be rewritten in the following form : 

Ax = \\x\\ ■ x (2.7) 
The analysis of this set shows, that this set has 8 solves, except trivial (zero Jones matrix). As the main 

matrix A is symmetrical, that's why there are only four independent solves. The steps in solving this set must 
be next: 
• determination of eigenvectors and eigenvalues of matrix A. 
• the selection of closest to 4*Mn eigenvalue. 
• to normalize selected eigenvector equal on selected eigenvalue for taking xl.. x8, i.e, recalculated Jones 

matrix. 

Experimental examples. 
We presents examples of well known deterministic objects analysis: 

Object 
Experi- 
mental 
Mueller 
matrix 

Theoreti- 
cal Mueller 

matrix 

Theoreti- 
cal Jones 

matrix 

1 

0.0035 

-0.0030 

-0.0049 

Empty Space 

-0.0104   -0.0234 

Ideal linear polarizator 

1.0123 

-0.0096 

-0.0037 

"1 0 

0 1 

0 0 

0   0 

"1 

0 

0.0161 

0.9879 

-0.0128 

0   0~ 

0 0 

1 0 

0   1 

0 

1 

-0.0057 

0.0015 

-0.0049 

0.9995 

1      0.774   0.632   -0.00f 

0.778    0.61     0.50    -0.001 

0.593   0.468   0.382   -0.004 

0.003   0.002   0.002       0 

1          cce(2^           sir<2-$ 

<n(Z0)      ca?(2-0)      ca(2-fysr(2d) 

sir<2-6) co(<2-6)-sm(2-$      sin2(2-^ 

0              0                    0 

0" 

0 

0 

0 

cos2 (2-0) cos(2-0)-sin(2-0)~ 

cos(2-f?)-sin(2-0) sin2 (2-0) 

Recalcu- 
lated Jones 

matrix 

0.706 + /• 0.001 i- 0.001 

-0.009 - i • 0.003   0.708 -/ • 0.001 

0.889 -/• 0.001   0.317 + /-0.001 

0.301 + /-0.001   0.107 + /-0.001 

As you can see, this method decreases the measurement error influence and exctracts deterministic part 
enough well. 

Conclusions 
We have developed new method of recalculation experimentally obtained Mueller matrix of determinis- 

tic object into correspondent Jones matrix. This gives us the possibilty to decrease measurement error influ- 
ence. 
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Abstract This paper discusses an approach to estimation of statistical characterstie* of arising 
of intermodulation interferences. Statistical model of electromagnetic environment that enables 
us to solve this problem is proposed. Special attention is paid to determination ot 
electromagnetic environment model in time and power. Illustrative numerical results are given. 
An algorithm based on the direct Monte-Carlo simulation is used. 

One of the important problems of electromagnetic compatibility (EMC) is forming a 
_~J.I .f „Ai~ ;«^rfor;™ infinAti«. nn reiver Tn this paper, we discuss some points in 
determination of model of electromagnetic (EM) environment. Special attention will be paid 
to studying the conditions in EM environment that lead to intermodulation (IM) interferences^ 

As the interfering influence on receiver is massive and random, it must be registered by 
means of the methods of probability theory and mathematical statistics. Therefore the statistical 

theory of EMC [1] offers a statistical model of EM environment. 
Consider a model of EMI as an n-dimensional system of random points. In this model we 

suppose that interfering signals are characterized by the set of random signal parameters X. 
<je[l,..,nD, and hence can be estimated by means of the n-dimensional probability density 

function (PDF), e>(Xi,X2,...,Xn). 
In the case of statistical independence of EMI parameters: 

a>(Xi,X2,...,Xn)=   iWi),   XiGDXi, 

where DX* are the ranges of radio interference (RI) parameters X, o(X;) are one-dimensional 

PDFs of RI patrameters. .  . *      *• fi-   „*,,:„ 
In order to have intermodulation interferences arrived it is necessary to satisfy certain 

conditions: 
1) coincidence of RIs in time domain; 
2) fulfilling the frequency conditions of DVI; 
3) sum of RI's power forming IM interference must exceed the threshold level of 

intermodulation Pirn 
XPi^Pim- W 
i 

So we are especially interested in the PDFs of RI in time t, frequency f, power P. 
Suppose that EMI is formed, in general, by N different RI sources. A first approximation 

to characterize the performance of these sources in time domain is a stochastic process without 
after-effect [2] known as Poisson process. Time interval x between two occurrences of 

interfering signals has PDF given by 
©j(t)=Xjexp(-XjX) 
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where Xj is the Intensity of the Poisson law, XpN/zTo, where N/ is the number of 

occurrences in observation period T0, j=l,...,N. As for PDF of RI duration o(T), it can be 
improved separately. 

By using the methods presented in [3] we can estimate the coincidence probability of 2, 
3,...,k RIs and the mean duration of pulses of coincidence process, that is a measure of after- 

effect in the integral process CO(T). 

As for PDF of radio interferences in the frequency domain, ©(f), we suppose RI sources 
to be uniformly distributed, so that 

ra(f)=l/Df, 
and RI spectrum width is 

Af=k/T,    k>l, 
where T is the RI duration. 

To determine an opportunity to satisfy the condition (1), PDF of RI power o(P) is to be 
considered. Different approaches to ©(P) determining are available. In [1], for example, a class 
of hyperbolic distribution functions is proposed. RI power has PDF as 

©(P)=ßP"m,    Po<P<Pmäx, 
where ß is a normalization factor, m is the distribution parameter m>0, P0 is the receiver 
threshold level. The amplitude range D=Pmax/P0 of interfering power and the ratio Dim=Pim/ 
Po are important parameters of EM environment as well. 

In order to estimate an opportunity to satisfy the condition (1), we define the probability 
P that the power of a single RI exceeds the threshold level of intermodulation, Pim. This 
probability is determined as 

Pmax 
/> =   )   ßP~mdP. 

Pirn 

Some numerical results are shown in Figs. 1 and 2. Dependences of probability P were 
investigated for the following set of EM environment parameters D: D=1E6, D=1E7, D=1E8, 
D=1E9, D=1E10, D=1E11, D=1E12 

1E-1 

1E-2- 

Diffl=lE5 

m=L25 

1E-3 

1E-4 

1E-S 

1E-6 

m=1.5 

m=1.75 

m=2 

8       9      10     11  lgD 

Fig. 1. 
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In Fig. 1 we show the probability P of exceeding the single interference threshold level Pirn 

versus D, with PDF o(P) parameter m=1.25, 1.5,1.75,2. 
As can be concluded, P is a decreasing function of m. This can be explained by the 

increasement of the mean of RI power in accordance with decreasement of m. This dependence 
was obtained when Dim was equal to 1E5. 

Dependences of the probability P on EM environment parameters Dim and D are shown 
in Fig. 2. EM environment parameter m is equal to 1.5. Dependences of P on EM parameter 
Dim do not need any special comments. 

1E-2 

1E-3 

—:—r" 1        1 

m=1.5 

1   1 

Dim=lE3 

Dim=lE4 

Dim=lE5 

I           l          1           1          1 

8       9 

Fig. 2 

10      11   lgD 

In this work, the dependence of the probability P for the different EM environment 
parameters: m, D, Dim has been investigated. 

It is known that probability of arising of IM interference formed by more than 5 RI 
signals is negligibly small. In this research, by using the Monte-Carlo method, it was shown 
that under conditions of increasing the number of interfering signals from 1 to 5, the probability 

P increases proportionally. 
The method proposed in this paper enables us to set the concrete values of RI 

parameters X, D, Dim and the number of RI sources to estimate the probability weights of IM 
interferences formed by 1, 2,..., k interfering signals. 
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INTRODUCTION 
Development of the videopulse subsurface scanning systems is task of the modern radio-physics and is 

investigated by many authors. The videopulse (ultrawideband) scanning systems usually produce data that are 
hard to interpret. This implies a necessity of developing the efficient data processing algorithms. Very efficient 
ones can be obtained on the basis of the synthetic aperture method (SAM). The SAM was initially created for 
the Side Looking Radars in remote sensing data processing but can also be applied to the subsurface scanning 
data [1]. The SAM algorithm can be divided on two stages: the inverse-matched filtering of the reflected by the 
medium signal and the spatial convolution of the set of returned signals. The first stage, where the time deriva- 
tive of the signal illuminated is used as reference function, is aimed to the sharpening the echo-returns and thus 
to increasing the vertical resolution. The second stage is aimed to the convolution of the hyperbola-like reflec- 
tion of buried objects and thus to increasing the horizontal resolution. 

However the natural media which are to be investigated have a considerable value of conductivity, so 
they change the shape of the signals propagating through them. This is the reason why the efficiency of the 
classical SAM algorithm application to such media is rather limited. Another problem connected with the SAM 
algorithm application is the quick growth of the computational time needed to provide a spatial convolution of 
the massive set of the echo-returns. In this paper we represent two methods which enable one: 

1. to consider the scanning signal shape distortion in media using the a-priory information about the 
medium under investigation; 

2. to shorten the computation time about 3 times during the convolution of the echo-returns set. 

PROBLEM STATEMENT 
The results of the ultrawideband subsurface radar system work usually are implemented as a set of the 

echo-returns {v(xr,t)}r=1,t €[0;©] (©is the total recording time) which characterize the subsurface 

structure in the rectangular area which is defined by the length of the scanning route and © . They are imple- 
mented as a matrix N x M, where N is the quantity of the time samples in each realization and M is the 
quantity of the realizations on the route. The classical SAM supposes that connection between the signals re- 
ceived at the point {XR$) and transmitted at the point (xR +L,0) = (xj,0) is established as follows: 

L7ZV   «T    yLjLj^) V 

where V is the velocity in the medium, T is the object contour, p{x,z) is the complex reflectance amplitude, 

xr is the point at the route, LT = yj(x - xT )2 + z2, LR = y](x - xR )2 + z2 are the distances between the anten- 
nas and the contour point, a is the attenuation constant. The relation (1) corresponds to the Fresnel-Kirchhgoff 
diffraction theory. 

The data processing using SAM is reduced to the applying to the v(xr,t)an inverse-matched filter 
with the transfer function: 

Hl(f) = Fl*,(/)    |2-ycfcos2«fo (2) 

where / is the frequency, 0 < rj < 1, {ct}(, {fjj are the sets of the predefined parameters, * means the complex 
conjunction, and Vx(f) is the spectrum of the time derivative of the radiated signal. Then the spatial convolu- 
tion of the echo-returns set is provided by: 

«x,r).   UXr,kr±LR.y^^T^lR)e-a(LT+LR)dx (3) 

{ V (LTLR)
2 
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Here Ais the implementation of the route, w(x,t) is the output of the filter defined by (2), b(x,z) is the so- 
called imaging function [2], i.e. a result of the data processing. 

INVERSE-MATCHING FILTER MODIFICATION 
The first problem considered is the scanning pulse shape distortion in conducting media (see Fig. 1). 

The Fresnel-Kirchhgoff diffraction model, represented by (1), does not take it into account, and thus filter (2) 
does not work properly. The shape of the radiated pulse can be estimated by using preliminary information 
about the medium under investigation. One can consider the conducting medium as a filter with the transfer 
function that can be obtained as follows [3]: 

G(d,a) = \T(co)\exp{-da(co) -1(^(0)) - dß(co)}, (4) 

r(w) = \r(o))\e"KW , T(a>) = 
2^ 

— + ß(ü))+ ia(co) 
c 

a{co) = -LaOsinhcj-asinh   ^  ) , ß(w) = -L(co)ch(±-aswh   gl(<p)   ) (5) 

Here G{d,(o)is the transfer function at the depth d, co = 2nf, f is the frequency , £0is the free space 

permittivity, fjisthe related permittivity of the medium, conductivity, CTJ is the medium conductivity, eis the 
free space velocity. 

The shape of electromagnetic pulse in loam estimated accordingly to (5) is presented at the Fig.l. The 
filter (2) uses u'(t) as the reference function and this can result in unpredictable errors at the output. On the 
other hand the approximation of G(d,a>) demands to use only the values of ^and ax which both can be esti- 

mated beforehand. It is suggested to use following function instead of w'(0 > as the reference one in (2), in or- 
der to obtain more information from the depth d : 

Vd(t) = JF~1 G(d,co)F ä-r\(F[u(t)]G(d,a)] (6) .dt 

Here F[...] means Fourie transform and w(0 is the scanning signal. Fig. 2 represents the real echo-profile (a), 

and results of its procession by using (2) with w'(0and Vd(t), d = 2 (c, d) respectively. 
It can be seen from (2) that modified that modified filter more accurately represents the data from the 

range of depths of 1.8 to 2.2 m. 

MODIFICATION OF THE CONVOLUTION PROCEDURE 
Replacing the integrals in (3) with finite sums, one obtains: 

M r        r 

^tv^z^V^), (7) 
where B^ is the sampled imaging function, wrT is the sampled output of the filter (2), M is the quantity of the 

T     R   , and [...] means the integer part. Further, realizations in the route r = 

LT = TJ(X - rf dx2 +z2dz2 , LR= -j(x-r-X)2dx2 +z2dz2 , where dx = — , L is the length of the route, 
M 

ß >T    D 
dz = ~fj'   ^ = ~~Z~~ •  If ^   is integer (this means the following: every point of radiation becomes later the 

one of reception so this requirement can be satisfied physically), then the following equalities hold: 
LR=LT(x,z,r + Z), (8) 

LT(x + l,z,r) = ^{x-{r-\))2dx2+z2dz2 =LT(x,z,r-l), (9) 

Kharkov, Ukraine, Vllth International Conference on Mathematical Methods in Electromagnetic Theory 



452 MMET'98 Proceedings 

■:■... . 2 TV 
So one does not need to recount the quantities of  LR on each step and LT(x + l,r,z) is counted ■■ 

TV 
times less (— = 10 in our usual experiments). 

Furthermore, taking into account the fact that 1 < r < N and monotonous character of its variation, (7) 
can be replaced with: 

Lr+Li 
r<N T        T T<N 

Bxz = £Wrr2ir±^«(^> 
r=x ^"L^Ki r'-x 

£*Vr _    T * ^R Mbr+Ln) 

(LTLRY 
(10) 

(LTLRy 

where r' = x - r . This leads to decreasing of the computations because of the "tails" cutting. 
Modified in such a manner algorithm is working approximately three times more rapidly than classical 

one and gives the same results. 

CONCLUSION 
Natural and numeric experiments results show that sophisticated algorithms for subsurface radar sys- 

tem data processing can be developed on the basis of the synthetic aperture algorithm. Nevertheless some modi- 
fications of this algorithm have to be done in order to achieve reasonable results in the real media data proces- 
sion. In this paper the algorithms aimed at the correction of the inverse-matched filter and computation time 
shortening are presented. 

Fig.l Radiated pulse and its shape at the depths of 1,2, 5 meters in the loam ( er = 7,   (T = 1.2 • 10   ) 

«Ste 
si  «i is* MA 7® ?« sis m t®       m m ■»» w. » s« ss m m      c>    S3   tso  is? sss *»  see  ssi *sa 

Fig. 2 Real echo-profile and results of its filtering by the classical and modified inverse-matched filters. 
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PRINCIPLE OF FOURIER HOLOGRAPHIC PROCESSING 
IN MULTIFREQUENCY MICROWAVE MEASUREMENTS 

O.O.Drobakhin 

RadiophysicsDept, Dnepropetrovsk State University, 
13 Nauchny pereulok, Dnepropetrovsk, 320050 Ukraine 

Abstract: Technique of impulse structure characteristic calculation on base of scalar 
multifrequency measurements using holographic approach with two reference signals is 
proposed. Conditions of the technique realization are presented. Method of combination of 
modulus of autocorrelation function spectrum and phase of spectrum of cross-correlation 
function with reference signal is discussed. Application of the approach for antenna pattern 
extraction from multifrequency data measured under conditions of reflecting environment is 
illustrated. 

INTRODUCTION 
Time signal synthesis method on base of multifrequency measurements of complex reflection 
coefficient (RC) is powerful mean to localize discontinuities in microwave components and 
layered dielectric structures via spectral analysis of experimental data [1,2]. If multifrequency 
amplitude scalar measurements is rather simple, phase measurements is a problem. Use of 
vector analyzer such as six-port is traditional way of complex reflection and transmission 
coefficient measurements. If the purpose to obtain time-domain signal, an ordinary scalar 
reflectometer can be applied. It has additional reference reflection (comparison reflectometer). 
Transformation of time-domain signal after time-gating to frequency domain gives complex 
RC as function of frequency. Similar to filtering, time-gating distorts boundaries of frequency 
band. Time-gating is a linear operation thus it can not separate completely informative and 
spurious parts of time-domain signals. This fact induces additional components of error. 

It was shown [3] that if distance between reference discontinuity and a structure under test 
(SUT) was provided more value than SUT electric thickness, one could obtain a part of result 
of transformation into time domain coinciding with time-domain signal calculated by Fourier 
transform of complex RC. Reference reflection can appear as before or after reflections of 
SUT. This idea was applied to measure reflection characteristics of dielectric structures in free 
space using reflection from waveguide open end as the reference signal. Requirement to 
increase the distance between antenna and SUT demands to use a horn instead the open end of 
waveguide. The latter has gain 6-7 dB, horn's gain is approximately 20-25 dB. But the horn 
has two discontinuities. Both of them play role of reference reflections. 

BASIC STRATEGY . 
Let us analyze amplitude reflectivity A(a>) in presence two reference reflections n and r2 with 
time delay h and h from SUT with complex RC R((o). Then A(a>) is given by 

A(<o) = Afaexp(+yarfi) + r2exp(+j®t2) + R((of = k{\n\2^r2\2+\R((o)\2WR((o)Qxp(-j(ötO + 

+ nR\o)exp(j(üti) + r2R(<ü)exp(-j(ot2) + ^(©^(M) + A-iV2exp[/©(r2-?i)] + 

+ rir2*exp[-Mt2-h)]}. 0) 
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For horn, experiments show that the autocorrelation function rA(t)r=F1{\R(tii)\2}(F1{ } - the 
inverse Fourier transform) is more powerful than cross-correlation functions rR\t) = 
F>i*i?(GD)exp(-yGüi,i)} and rR

H(/)=F1{r27j(a))exp(-7a)fe)} if reflection of metal plate is 
measured. For SUT's with RC 0.2-0.3, these functions are comparable. For SUT's with RC 
approximately equals 0.05,'cross-correlation functions are dominated. Similar to open end 
preliminary processing in form l-A/(k2\r0\2) with | r0f = hexp[/<ö(*2-*i)]+A-2|2 is 
impossible due to small values in \r0\2. Autocorrelation function of horn k\r0\  is subtracted 
from experimental data A((o) which are square of modulus of sum of horn reflection 
(reference signal) and SUT reflection. 

After subtraction k\r0\ from A((o) we have 

A '(©) = k{ |i?(©)|2+ri*i?(<ö)exp(-7Grti) + rtR*(a)exp(/arf i) + r2*Ä(a))exp(-7(Dfe) + 

+r2JR*((D)exp(/a)?2)}. (2) 

Cross-correlation functions rR'(0 and rR"(t) are not overlapping if h, h and \t\-h\ are greater 
than time of propagation in SUT. For SUT time-domain signal extraction, any cross-corre- 
lation function rR'(f) or <rR"(7) can be used. If only cross-correlation rR'(0 is used, situation can 
be simplified. The conditions for time intervals must be realized only for reference 
discontinuity n, the first in the horn. Thus the length of horn must be longer than SUT 
electrical thickness. The latter requirement can be relaxed if impulse function of SUT has 
tendency to decrease. Effect of cross-function overlapping is negligibly small in this case. 

Measurements are multifrequency ones. Batterworth form time-gating the result of inverse 
Fourier transform for extracting the cross-function and direct Fourier transform allows us to 
reconstruct frequency complex RC. Normalization is reached by dividing the frequency data 
by ones for metallic plate. 

Analysis of (2) shows that combination of time-gating and inverse Fourier transform can 
extract k\R(co)f. After square rooting modulus of RC is obtained. Phase information is taken 
from the inverse Fourier transforms of the cross-correlation function. This approach is 
appropriate if frequency property of reference reflection is not optimal thus the error of 
modulus reconstructed from cross-correlation function is rather large. Another appropriate 
situation is one then autocorrelation is greater than any cross-correlation functions but under 
real conditions all spurious reflections form their proper autocorrelation functions. Spectra of 
all these functions have identical support thus informative autocorrelation function is 
corrupted. Practical significance of this approach lies in situation then additional signals are 
absent or rather small. 

THE PRINCIPLE OF FOURIER IN ANTENNA PATTERN DETERMINATION 
The principle of Fourier holography can be used to extract signal of direct way in antenna 
pattern (AP) measurement by multifrequency methods under conditions of reflecting 
environment. According to [4] we assume that the direct signal can be represented as 
F((o)=Aexp(-j(DTi), signals caused by antenna range reflections as 

F(<D)=2 /4iexp(-y'a>7i) 
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with time delay T\. The reference signal has similar form with time delay To. Then, the 
signal registered is square of sum of reference, direct and multipath signals. Measurement of 
amplitude of transmission coefficient is simpler than one of complex data at many 
frequencies. Squares of modulus of AP taken without the reference signal (this component 
after transformation to the time domain corresponds to autocorrelation function of AP) and 
the reference signal modulus against frequency can be measured separately. Subtracting two 
latter components from basic data one can obtain amplitude of direct signal by means of 
parametric spectral analysis, for instance the Prony's method. Repeating this set of operations 
for all discrete angles and dividing by the maximum value of direct signal amplitude one 
estimates AP after elimination of environmental effect influence. Normalization by the square 
of reference signal amplitude eliminates influence of generator characteristic and improves 
estimation accuracy. 

CONCLUSIONS 
Application of Fourier holography principle for complex characteristic reconstruction under 
situation then two reference signals are present can be realized for scalar multifrequency 
measurements if time of propagation in structure under test is less than time intervals between 
reference signals and between structure and each of reference signals. Forming complex 
reflection coefficient as function of frequency by the combination of the modulus of 
autocorrelation function spectrum and the phase of spectrum of the cross-correlation function 
is appropriate if spurious reflections are negligibly small. Analogous approach can be utilized 
for signal of direct way extraction from multifrequency data measured under conditions of 
antenna range with environmental reflections. 
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Estimating the parameters of spectra in problems of remote radio sounding of 
near-Earth plasmas 

Stanislav G. Leus and Sergey N. Pokhil'ko 

Department of Space Radio Physics, Kharkiv State University, 
4 Svoboda Square, Kharkiv 310077, Ukraine 

E-mail: Leonid.F.Chernogor@univer.kharkov.ua 

The accuracy and resolution of remote sensing instruments 
employing radio-wave techniques can be increased by applying the methods 
of estimation of the model parameters. On the basis of a priori information 
on the structure of signals, effective computing algorithms for the 
construction of models of investigated process are used. A data model is 
assumed to consist of a limited number of plane waves (oscillations) 
embedded in noise, and the signal-to-noise ratio q>\. 

Methods of spectral estimation based on Levinson's, Berg's, 
Cholesky's and least squares algorithms with a solution of the system of the 
linear equations by Gauss's method are used in the simulations. 

Applying different methods of an autoregressive parameter 
estimation, computer simulations are conducted at various values of q and 
for a number of waves (oscillations). 

The effects of the order of autoregressive models on the results of 
evaluation are investigated, as well as the effects of the length of the time 
series. 

The accuracy and stability of the spectral component estimator most 
of all depends on the magnitude of q. Frequently it is enough to limit its 
magnitude by q = 5-10. 

The least effective for computing is Gauss's algorithm which allows to 
obtain the most stable and unbiased estimates. The application of the 
algorithms to nonlinear fitting does not result in an ssential improving of 
the estimates obtained. The results of experimental investigations of the 
ionospheric plasma at various altitudes obtained from the HF Doppler 
sounding technique, partial reflection technique, etc. are presented. 
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The radar equation for remote radio sounding of distributed targets with 

ultra-wideband radio signals 

Leonid F. Chernogor and Oleg V. Lazorenko 

Department of Space Radio Physics, Kharkiv State University, 

4 Svoboda Square, Kharkiv 310077, Ukraine 

E-mail: Leonid.F. Chernogor@univer.kharkov.ua 

Ultra-wideband (UWB) radio signals are signals the bandwidth of 

which is of the order of magnitude of or equal to the average value of the 

frequency. 

Recently such signals have been widely employed for sounding 

natural resources, monitoring in glaciology, hydrology, etc., as well as in air 

navigation radar. We have studied the possibility of using UWB signals for 

remote radio wave sounding of the atmosphere, the ionosphere, the 

magnetosphere, and the near-Earth environment. For this purpose in 

particular, the radar equation is derived for remote sensing instruments 

employing radio wave techniques; it takes into account the features of 

distributed targets and relates the signal-to-noise ratio at the input of the 

receiving system to the parameters of the facility and the medium. The 

mathematical models of UWB signals are suggested. 

The computer simulations of the dependence of the signal-to-noise 

ratio a on the wideband index and on the mean frequency of UWB signals, 

as well as on the parameters of the facility and media, are performed. The 

applicability of these results to the radio sounding of near-Earth space with 

the mesosphere-stratosphere-troposphere (MST) radar, incoherent scatter 
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radar and partial reflection facilities is discussed. In case of narrow-band 

signals, 

Ps       PGSaa 

where P is the power of sounding signals, G is the gain of the transmitting 

antenna, Sa is the effective aperture of the receiving antenna, a is the volume 

scattering cross section of a beam-filling target, R is the range. 

The equation for UWB signals remains the same, but P, Sa, a, Pn, and 

also R for distributed targets become functions off. In this case, 

j%n ax 

Pn=kTn(f0)   \F(f)df 

where fmin , fmax, fo are the minimum, maximum and mean frequencies in the 

signal spectrum, respectively, k is Boltzman's constant, T»(jb) is the noise 

temperature at the mean frequency in the signal spectrum, F(f) is the 

dimensionless noise (interference) distribution as a function of frequency, t 

and   s(/) are a pulse length and a complex signal power distribution as a 

function of frequency, respectively. 

L. F. Chernogor has been supported by Science and Technology 

Center in Ukraine Grant No. 471. 
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RESULTS OF THE DYNAMIC RADAR TARGET CHARACTERISTICS 
CALCULATIONS IN THE DECAMETRIC WAVE BAND 

V.A.Kovalchuk 
Kharkov Military University, Svoboda sq. 6, Kharkov, 310043, Ukraine 

The problem of target scattering analysis is very important for radar. It be- 
comes complicated considerably in over-the-horizon radar, where a number of 
additional factors caused by ionosphere influence, earth surface, etc. appear. The 
total sum of these factors can change the radar characteristics of the target 
(RCT) such as the elements of polarization scattering matrix. The RCT determi- 
nation is realized either by experiments or by physical and mathematical simu- 
lation. Experiments and physical simulation requires considerable material and 
temporal expenses and can be carried out, as a rule, in the presence of a number 
of limiting conditions. Mathematical simulation of RCT has no such disadvan- 
tage. But the main goal: reliability of obtained results, must be achieved in this 
case. It puts strict requirements on the choice of mathematical model. 

Presented mathematical model is worked out for decametric wave band and 
enables one to evaluate the dynamic RCT moving over an arbitrary earth sur- 
face. The model basis is a four- beam signal propagation scheme. According to 
this scheme the electromagnetic field at the observation point is determined as 
the sum of radio wave fields scattered by the target to the observation point both 
directly and after reflections from the earth surface (in various combinations). 

Model bloc-diagram is presented in Fig.l. Target type, its motion charac- 
teristics, the incident electromagnetic wave parameters and the type of underly- 
ing earth surface are referred to the model input data. 

The static RCT are determined in the first bloc. For this purpose a problem 
of radio wave reflection from unmoving target of complex shape located in free 
space is solved. In the over-the-horizon radar the typical target dimensions are 
comparable with the radar signal wavelength. In this case the problem of radio 
wave scattering can be solved approximately if a continuous target surface is 
replaced by a net wire approximating the target shape. After that the set of inte- 
gral equations is reduced to a set of linear integral equations in accordance to the 
methods described in [1]. There were worked out three models representing 
target characteristic types: strategic bomber, fighter and cruise missile. 

The model of earth surface is presented in the second bloc. The earth sur- 
face is defined by the form of correlation function, correlation interval, variance 
of irregularity heights, electrical parameters, level of sub-surface water, presence 
of vegetation, bushes, woods, reservoirs, etc. We assume that these data are a 
priori well known in statistical sense. 
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r2- 

Model 
of the static 

RCT 

Model of the 
earth surface 

The target motion model is represented 
in the third bloc. Each new target position is 
defined as xi=xo+V/f, where xo is the previous 
target position, V is the target motion 
velocity, f is the frequency of the radar pulse 
repetitions. 

In the fourth bloc all specular points at 
the earth surface, with taking into account the 
possible shadows that one surface irregularity 
throws at another, and also the total 
electromagnetic field at the observation point 
are determined. The sequence of pulses 
scattered by the target is called the 
modulating function. The obtained 
modulating function was analyzed in the 
frequency and time domains: distribution laws 
of reflected signal parameter were determined, 
frequency spectra of modulating function and 
its correlation function were calculated, the 
Doppler frequency spectrum width of the 
scattered signal and correlation interval of the 

modulating function were evaluated. The results were averaged for ten realiza- 
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tions of the ground surface. 
The typical modeling results are presented in Fig.2 and Fig.3. In Fig.2, a 

correlation interval TCOT of modulating function for the vertically polarized signal 
is shown. In this case the target is a fighter flying with the speed of 300 meters 

AFv,Hz Hz 
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per second above the earth surface with parameters: surface correlation function 
of a Gauss type, correlation radius is 2000 m, dispersion of roughness heights is 
100m , soil type is a black earth. The results were averaged for N samples of the 
earth surface. The Doppler frequency spectrum width at the different levels of 
the scattered vertically polarized signals and the estimate of the maximum Dop- 
pler frequency spectrum width are shown in Fig.3. 

Analogous theoretical results obtained for all target types. 
The analysis of simulation results enables us to state the following. Statisti- 

cal characteristics of signals scattered by aerodynamic target depend on its 
flight height. We can distinguish three height ranges at which the difference 
from statistical characteristics is observed most distinctly. The laws of reflected 
signal parameter distributions, correlation intervals of modulating function of 
various target types differ from each other. These differences form a basis of 
target recognition algorithms. 
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DETECTING QUADRATIC-TYPE NONLINEARITIES OF RANDOM 
PROCESSES IN THE PRESENCE OF ADDITIVE NOISE 

Vladimir G. Galushko 

Institute of Radio Astronomy, National Academy of Sciences of Ukraine 
4, Chervonopraporna Str., 310002, Kharkov, Ukraine 

The problem of detecting nonlinear effects often arises in investigations of different 
physical, engineering and other systems. These can be, for example, nonlinear distortions in 
radio devices, coupling of waves in nonlinear media, or nonlinear mechanisms of their 
generation A powerful tool for solving this problem is the use of cumulants or their 
associated Fourier transforms, known as polyspectra [1,2]. However, the estimation of 
cumulants (or polyspectra) of real processes (especially for fairly long realizations) requires 
cosiderable computation resources, in particular, RAM. The present paper illustrates the 
potentials of the so called "l^D - spectra", T(ö)), for solving the problem of detecting weak 

quadratic-type nonlinearities of random processes in the presence of additive noise [2]. This 
technique is a particular case of the bispectral analysis being, however, much easier in use. 

The response, u0(t), of a quadratic-type nonlinear system to an input process, us(t), 

can be represented as 

with k being the nonlinearity factor. Because of the noise, the input of an analyzer oriented 
toward detection of this type of nonlinearity and estimation of h is 

u(t) = u0(t) + n(t), 

where n(t) is the random noise. As can be shown, 

for a random stationary process y(t) the "1-^D - 

spectrum" is 
+00 1     +» 

Ty(<»)= \d<a'By(co,a>') = — jdTCy(T,T)e-i'aT, 
-00 -» 

where By(a),ä)') and Cy{z,r) are the bispectrum 

and third-order cumulant of y(t), respectively. 

Since Cy(r,T)=<y(t)y\t + r)> (the angular 

brackets denote the expectation procedure), Ty(a) 

can be regarded as a cross-spectrum of y(t) and 

y2(t). Hence, the functional diagram of the 
algorithm can be represented as it is shown in Fig. 
1. If «,(/) and n(t) are mutually independent 

stationary zero-mean Gaussian processes and k is 
sufficiently small, then T(co) can be written as 

(1) 

Fig. 1 Functional diagram of the algorithm for 
calculating T(co): UA(&), n,(ö>) 
and n2 (co) are responses of the analyzer 
input device and filters, respectively 
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T(a>) = 2k \dZ\n, (co/2 + £)||ll2 (o>/2 - £)| • Q(<D,Z)e^ (2) 
—00 

Here |    j denotes the absolute values of the complex functions; 

ß(«^) = |n,(ö))||n,(a)/2 + |)||n,(0/2-^)|[<|^(ö))]2 ><|S>/2 + £)f > + 

+ <\Ss(cof ><\Ss(<o/2-tf > + <\SS(G>/2 + Z)\
2
 ><\Ss(a>/2-tf >]; 

<|^(ß))| > is the power spectrum of »,(0; and P^C®)» Vii®) m& <p%(®) are phase 
responses of the analyzer and the filters, respectively. In Eq. 2 we have omitted the terms 
which contribute at © = 0 and assumed |n„(0)| = 0. In practical situations expectations are 
replaced by sample averages and, hence, the following estimate can be suggested: 

( T V N 

N\2x) £?i (3) 

1 T 

where St (co) = — dtui (t)e~,a* , and N = T0/T is the number of T -length realizations of the 
* o 

u(t) process within the total observation time T0. As can be shown, Eq. (3) yields unbiased 

and consistent estimates of T(co) with variances cr^, and cr^ of real and imaginary parts of 

r(ß>), respectively (for a sufficiently small k) 

9 ■> 1 

°"RS=
Crim = 

4/Ti 

4JV 
jd^\Uu\D(co^) + 

+ ^f \IIA(a>X\UA(2cof Ti2r(co)<\SU(cof >2<\SU(2co)f 

Here 
i)(e>^)=|n,(ß>)|2|n,(«/2-#)|2|n,(0/2+^)|2<|5'(((fl;)|

2>x 

x<\Su(t»/2-tf ><\Su(G>/2+tf >; 

nir(<y,^) = ni(0/2-^)n2(ß?/2 + ^) + ni(»/2 + ^)n2(ö>/2-#);and 

n2r(ö))=n1(ßJ)n;(2«)n1(2ÖJ)n;(«)+|n1(2ö;)|2|n2(ö))|
2 + 

+|n,(ß))|2|n2(2ß;)|2+n;(2o)n2(ffl)n;(«)n2(2ö>). 

Since T0 is always finite, a^ and cr^ are actually non-zero values and, hence, r(w) is 
usually estimated with some error. To reduce the error, several procedures can be applied, 
e.g., frequency averaging or the use of a duly selected approximation for T(co). 

The phase response, <pA (co), in Eq. (2) is not always known with a required accuracy. 
This difficulty can be overcome by the use of sufficiently narrow band filters. The most 
suitable are rectangular filters (e.g., synthesized numerically). If the filter bandwidth is 
significantly smaller than IIA (co), then we obtain 
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+00 

—CO 

To estimate k from Eq. (4) one needs a knowledge of <\Ss{<o'f >> while in the most of 
practical cases this information is absent. However, there is a possibility to resolve this 
problem. Let us assume the spectral density of noise to be a constant value within the 

frequency band of the analyzer, i.e. <|5
,
„(öJ)|

2
 >=I2 = const, while <|£,(aO|  > depends on 

frequency. Since for a sufficiently small k 

<\ss(o>f>*<\SAo>)\2>-i\ 
and we can write, in accordance with Eq. (4): 

|f(G))| = k[A(co)I4 - 25(G>)/
2
 + C(a>)]. (5) 

+00 

Here A{a) = 6^\Ul{o)l2+^)\li2{a}l2-^\liA{m4)[, 
-co 

+00 

5(«)=2J^|n1(6)/2+^)||n2(ö>/2-^)||n,(a)^)|x 
-co * 

{:\Su(a>f > + <|S>/2 + £)|2 > + <|S>/2-#)|2 >;] 
+00 

C((ü) = 2j^|ni(a)/2 + #)|n2(ß)/2-^a(0,^);and 
-co 

|n^(6)^)| = |n,(ö))||n,(«/2+^)||n,(ß)/2-^)|. 

The function g„(fi>,£) can be obtained from Q(G),%) (see Eq.(2)) by replacing <|£,(<o)|2 > 

with < \SU (o))\2 >. If f(o) is measured at two frequencies, a>x and <a2, then we have a set of 

two equations with respect to I2 and k. 
The proposed algorithm was tested by means of a numerical simulation. Standard 

software was applied to generate statistically independent random Gaussian processes us(t) 
and n(t) with specified parameters. At the first stage the real and imaginary terms of F(to) 
were estimated from Eq. (3) at two frequencies. The inaccuracy pertaining to the estimates 
was reduced by using an approximation function matched to the expected T(co) in the best 

way for the given shape of <|5'u(ß))|2 > and I2 = const and filter responses. Then the 
modulus of r(o>) was calculated at both frequencies. Finally, by solving a set of two 
equations like Eq. (5), the nonlinearity factor k was found. The relative errors in determining 
k did not exceed 10% for N = 1000. Hence, the algorithm proved to be quite acceptable for 
practical applications. 
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Abstract 
Recently considerable attention is still attracted to creation and development of various 

schemes of Mueller-polarimeters. However, there are some disadvantages in existing models. In 
present paper the general-purpose electronically controlled transformer of polarization using 
electrooptical effect is suggested to utilize it as a main part of modern Mueller-polarimeter. 
Application of this transformer is shown to give some significant advantages, such as: 

-any polarization state of probing radiation can be realized (generally, the whole Poincare 
sphere); 

-high speed of measurements (up to 5-10 microsec. per single measurement); 
-possibility of full automatization of Mueller-polarimeter and measurement process; 
-multi-frequency (spectral) measurements (frequency range is limited with other parts of 

Mueller-polarimeter, in particular, on photodetector); 
-functional elasticity (the possibility of work in main polarimetry measurement regimes: four- 

polarization method, dual rotating-compensator method; measurement of studied object 
response to any polarization state of probing radiation; Jones matrix measurement etc.). 

Introduction 
At present time there is a variety of methods to investigate linear interaction of 

electromagnetic radiation and studied object. It is known the interaction can be fully characterized by 
Mueller matrix [1], which describes the transformation of polarization state of probing radiation into 
output radiation, received by photodetector. 

Any polarization state of quasimonochromatic radiation (non-, partly- or fully-polarized) can 
be presented by 4-dimension Stokes vector, having such form: S = {I; Q\ U', V} ,where components 
of Stokes vector give us all information about predominant types of polarization [1]. As we said 
above, Mueller matrix describes the transformation of polarization state of radiation through 
interaction, and mathematically it is the matrix operator of linear transformation from Stokes vector 
of probing radiation to Stokes vector of output radiation: 

Sout=[M]Sin (1) 
So, the measurement of Mueller matrix of studied objects is of great interest because of its 

great informativity. Usually, the basic scheme of Mueller-polarimeter consists of three blocks: 
polarization state generator PSG (forming probing radiation), studied object and polarization 
state analyzer PSA (analyzing polarization state of radiation after its interaction with object). 
The principle of measuring Mueller matrix is based on irradiation of object by different states of 
polarization (at least four) and calculating Mueller matrix by analyzing output radiation. 
Differences between some schemes of Mueller-polarimeters are in particular execution of PSG 
and PSA and conforming calculations. Analyzing some particular schemes of Mueller- 
polarimeters [2-6], some their disadvantages were found: l)low level of automatization and 
comparatively long time of measuring, which don't permit us to study some objects with 
fluctuating characteristics; 2) high level of Mueller matrix elements measurements error; 3)some 
schemes contain excessive quantity of optical elements, which makes some difficulties, connected 
with automatization and calibration of the device; 4)measurements are carrying out only on one 
wavelength of probing radiation, that's why there's no any information about disperse properties 
of studied objects; 5) narrow range of applications (low level of functional elasticity), making 
some difficulties when use of Mueller-polarimeter for other measurements (measuring Jones 
matrix, analysis of polarization state of studied radiation, etc.). To decrease these disadvantages 
improved polarization state generator using electrooptical effect is suggested in this paper. 

Mueller-polarimeter scheme. 
We suggest to use in polarization state transformer of probing channel to make it multipurpose 

electrically controlled elements with linear phase and amplitude (ideal) anisotropy. Full 
functional scheme of Mueller-polarimeter is shown on Fig. 1 below. 
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PSA "1 

Fig.l. 
Now, consider additional advantages of this Mueller-polarimeter: 
1) it is fully automatic and have high speed of measurements; 

2) it have complete functional elasticity (without major changes it gives us opportunity to 
conduct analysis of polarization state of studied light, measurements of Jones matrices, 
investigation of studied object response to given polarization state etc.). 

3) it can operate in comparatively wide frequency band. 
Particularly, this frequency band caused by working band of utilized photodetector. We 
conducted the measurements on 2 wavelengths, generated by helium-neon laser LG-126: 0.63um 
and 1.15um, which are in working band of utilized photodetector (PEM-62). So, the'Mueller- 
polarimeter can measure dispersion characteristics, containing additional information on studied 
object. By the way, in this case switching from one wavelength to another is comparatively easy 
operation which could be done program-simulated. 
4) it contains very limited number (the quantity of elements is minimally necessary for Mueller- 
polarimeter) of optical elements and that is why it is comparatively easy in calibration and 
alignment. 
5)The measurement error must be at least twice lower than measurement error of Mueller- 
polarimeter [5] because polarization state generator supplies any needed polarization state (in 
details, look below) and that's why Mueller-polarimeter can operate under absolute minimal 
COND[8]. 
Mathematical support of PSG. 
Optical scheme of PSG (polarization state generator) is shown on Fig.l above. To make 
radiation with needed polarization state we can operate by azimuth of polarizer 0,, azimuth of 

retardation plate 02 and its retardance A2. So, we have 3 degrees of freedom, that is enough to 

maintain 2 degrees of freedom of polarized radiation (azimuth 0 and ellipticity angle s). That's 
why we'll show below that we can maintain any needed polarization state using retardation plate 
with A = x/2. With the help of computer, we can automatically keep stable this value of 
retardation after switching to another wavelength. As a source of radiation we must use any 
monochromatic source of depolarized (but collimated) or circularly-polarized light (we use He- 
Ne laser with retardation plate A 14). 

Making some matrix calculations to find Stokes vector of radiation on the output of PSG 

(under condition that A2 = n I 2), we have: 

s -1 
1 

(2) 
cos(20,) - sin(202) sin(202 - 20\) 

sin(20,) + cos(202)sin(202 - 2(9,) 

sin(202 - 201) 
We must maintain polarization state with any needed parameters 0 and e, so according Stokes 
vector is shown: 
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$in - 
(3) 

1 
1 cos(2£)cos(20) 

cos(2e)cos(2(9) 

sin(2f) 
Therefore, after calculations from (2) and (3) we have the needed values for 0, and 02: 

1 1        .   .       J, 

\0x=O-e 
(4)   or 

6,=--arcsins, + -arcsin(-.  2       '2       Tr^y 0 

1 s2 0, = - arcsin(-p= 2     VM^ 

(5) when Stokes 

0 

vector of the needed radiation is given in form: Sin = [l; 5,; 52; 53 ]. We can see that formulas (4) 

or (5) can maintain any polarization state because they give us correspondence between 
parameters of the needed radiation and azimuths 9i, 92 of polarization devices. So, given PSG is 
multipurpose. 
Adaptation to work at any working wavelength. 
The calculations below are to make correction in work of analyzing channel (see Fig.l) when 
Mueller-polarimeter provide dynamic measurement regime at some wavelength. Based on 
characteristic matrix of PSA (Fig. 1) we have expression for intensity, received by photodetector: 

/ = 0.25{S°OU, + (cos2(204) + sin2(204)cos A4)Sl + 

+(cos(204) sin(204)(l - cos A4)Ä - sin(204) sin &XJ 
where Sout = {S^lS^S^Xj is Stokes vector of analyzed radiation, 0A and A4 - 
parameters of retardation plate in analyzing channel (Fig.l). From (6) we can take information 
about corrections, needed after switching to another wavelength. For example, in dynamic 
scheme of Mueller-polarimeter [5,6], where O^VJt, we have expressions for Fourier- 

components of intensity: 
l)constant component: I0 = 0.25{S°out + [1 - (1 - COS A4)0.5$Ht 

2)with sm(2urt): Ix = -0.25 sin A^ (7) 

3)with COS(2GT0 : I2 =0.125(1-cos A4)5'„r 

4)with sin(4s#) :   73 = 0.125(1 - cos A4)S
2

Hr. 
So probing channel needs no any apparatus changes when switching to another working 
wavelength (see above), expressions (7) allow us to take into account needed corrections utilizing 

the dependence of A4 on wavelength. 
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